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ABSTRACT

Stars over essentially the whole mass domain can become pulsationally unstable during various stages of their evolution. They will appear as variable stars with characteristics that are of much diagnostic value to astronomers. The analysis of such observations provides a challenging and unique approach to study aspects of the internal constitution and evolutionary status of these objects that are not accessible otherwise. This review touches on most classes of known pulsating variable stars and tries to elucidate connections to stellar physical aspects. To aid future investigations, we stress questions and problems that we believe are yet to be resolved satisfactorily.

1. INTRODUCTION

Cox (1975), in his introductory report at the 19th Liège conference, concluded that “...overall, the [pulsation] theory and its application are in a fairly satisfactory state, except for a few disturbing problems...” Among these were the excitation mechanism for the β Cephei variables, the mass discrepancy for Cepheids, and the influence of physical mechanisms such as convection, rotation, and magnetic fields. Some of these problems remain with us to this day.

This article on stellar pulsations deals with the application of the theory presented in the first part of the review, published in Volume 33 of this series.
(Gautschy & Saio 1995; GS95 in the following). We have tried to find a few distinct but conceptually connected paths across the Hertzsprung-Russell (HR) diagram along which the classes of pulsating variables can be linked to their evolutionary states. First, we deal with the pulsating stars on or near the main sequence. Next, we follow the evolution of low-mass stars and discuss the domains of pulsational instabilities that they encounter. Finally, we turn to massive stars and their variabilities and review the pulsation-based explanation attempts.

2. PULSATIONS CLOSE TO THE MAIN SEQUENCE

The traditional association with pulsating variables on or close to the main sequence has been confined either to \( \beta \) Cephei stars or pulsators at the intersection of the classical instability strip with the main sequence. This picture has had to be revised during the past decade. In the following subsections, we outline the present state of understanding of pulsating variables in the evolutionary phase of mainly core-hydrogen burning. Discussions of rapidly oscillating Ap (roAp) stars and more generally of the seismological aspects of solar-type stars are kept concise as there are numerous recent and comprehensive reviews available (Kurtz 1990, Gough & Toomre 1991, Matthews 1991, Shibahashi 1991, Brown & Gilliland 1994).

2.1 Lower Main-Sequence Stars

Our state of knowledge of pulsational instabilities in red dwarfs (main-sequence stars that are essentially fully convective and have masses below about 0.25 \( M_\odot \)) has not evolved far from what Cox (1974) described in his review. No new observational evidence indicating oscillations has emerged for low-mass stars on the main sequence. Gabriel (1969) performed quasi-adiabatic stability analyses on low-mass stellar models and found radial pulsation instabilities. The treatment of convection was, however, rather rudimentary. As there is no observational evidence yet for variability in such stars we might suspect that a fully nonadiabatic treatment and/or more sophisticated handling of convection might change the theoretical picture.

In the very low mass domain, the giant planet Jupiter is believed to oscillate nonradially (Deming et al 1989, Magalhães et al 1990, Mosser et al 1993). It is unclear whether this kind of behavior can also be expected in other low-mass objects.

In solar-type stars, observational data gathered to date does not prove the presence of oscillations unambiguously [see GONG92 (p. 599 below) for recent observational experiments]. The general theoretical belief is that solar-type stars should show oscillations with similar signatures as found in the sun itself.
Christensen-Dalsgaard & Frandsen (1983) estimated the amplitudes of such oscillations to be largest for stars with masses around 1.5 $M_\odot$. The photometric variability would remain in the $\mu$mag regime, and radial-velocity variations are expected to remain bounded by a few meters per second. Information from the many stochastically excited modes in such stars should provide constraints for the internal constitution similar to what low-$\ell$ modes do for the sun (Gough & Toomre 1991). A very promising approach to detecting solar-type oscillations was recently presented by Kjeldsen et al (1995). They observed changes of the equivalent widths of Balmer lines of $\eta$ Boo with a low-dispersion spectrograph. The basic idea of their approach is that any solar-type oscillations cause temperature fluctuations that dominate over radial-velocity variability. The temperature fluctuations are monitored by the time variation of the equivalent width of selected spectral lines. Kjeldsen et al (1995) claimed to detect 13 distinct oscillation frequencies. The deduced frequency separations seem to agree reasonably well with theoretical expectations for a G0 IV star comparable with $\eta$ Boo.

When solar-type oscillations are found in distant stars they will provide a new and accurate tool to determine fundamental stellar parameters. Basic asteroseismological aspects and their potential benefit for stellar astronomy were discussed recently in Brown & Gilliland (1994), Brown et al (1994), and in contributions in GONG92 and GONG94.

Near the intersection of the red edge of the classical instability strip with the main sequence—but usually at somewhat lower temperatures—a newly recognized class of variable stars is observed. Of the order of a dozen early F-type stars (Krisciunas & Handler 1995) exhibit photometric and radial-velocity variations with periods ranging from about 5 hours to roughly 2 days. The low-amplitude light variability of particular examples is described in Balona et al (1994a,b) ($\gamma$ Dor), Krisciunas et al (1993) (9 Aur), and Lampens (1987) and Matthews (1990a) (HD 96008). The physical cause of the variability is unclear. The length of the periods of some of the F-type variables, those with rather high rotation velocities, could be compatible with rotationally induced phenomena such as starspots. Chromospheric activity is, however, generally restricted to spectral types later than about F7 (Radick et al 1983). Furthermore, the variable F-type stars themselves are not chromospherically active, and the persistence of the same periods over at least several years makes it difficult to attribute them to starspots. Multiperiodicity, as claimed for 9 Aur and $\gamma$ Dor, suggests that indeed stellar oscillations are involved. The long periods observed can only be explained by high-order $g$-modes. Simple modeling shows that either the partial He II ionization zone or the rather weak Z-bump in the opacity data (cf GS95, Section 3.3.2) could potentially contribute to the excitation of such
modes. But since very high overtones must be unstable, a large number of $g$-modes should be excited simultaneously if the classical $\kappa$-mechanism were the destabilizing agent. Observations, however, do not show the persistence of a large number of modes.

Close to the main sequence, within the boundaries of the classical instability strip, at masses of $\approx 2\,M_\odot$, lies the class of rapidly oscillating Ap (roAp) stars. Their light variation ranges from a few to roughly 50 mmag in the blue. The multiple periods are confined to between about 5 and 15 minutes. Many of the period multiplets with separations of a few $\mu$Hz are believed to be rotational splittings; even when these components are removed, multiple periodicities often remain. The short periods of the observed pulsations must be due to high-order, low-degree $p$-modes. The oscillation amplitudes are modulated in accordance with the temporal variation of the stars' strong magnetic fields (some hundred to several thousand Gauss on the surface). The timescales of the modulation agree with the rotation periods of the stars. Mostly, roAp stars are slow rotators for their spectral type (rotation periods between 2 and 12 days); this is attributed to efficient braking due to their strong magnetic fields. The oscillations must be influenced by these strong fields. Phenomenologically, the basic pulsational behavior can be described successfully by the oblique pulsator model (Kurtz 1982). The pulsational axis is assumed to be aligned with the star’s magnetic axis, which, by itself, has a nonvanishing obliquity relative to the rotation axis. For an external observer, such a geometrical setup leads to rotationally induced frequency splittings. For theoretical purposes, sophisticated perturbation schemes have been developed during the past few years. Using the relative amplitudes of frequency multiplets, they allow deductions about the alignments of the different axes on the star relative to the observer and estimates of averaged magnetic fields inside the star (Dziembowski & Goode 1985, 1986; Kurtz & Shibahashi 1986; Shibahashi & Takata 1993; Takata & Shibahashi 1995a). An alternative phenomenological model, which did not catch on so successfully, was the spotted pulsator model proposed by Mathys (1985). He assumed the pulsation axis to be aligned with the rotation axis. The oscillation patterns are hence always seen from the same aspect angle. In the spotted pulsator approach, the amplitude modulation results from the inhomogeneous distribution of the flux on the stellar surface, which is a function of the magnetic phase during a stellar rotation period.

The oblique pulsator model seems to more favorably account for the observed properties (Kurtz 1990). From a theoretical point of view, however, it is not clear how the oblique pulsation is maintained. The angular dependence of such an oblique pulsation of say $\ell = 1$ is expressed by a linear combination of spherical harmonics $Y^m_\ell(\theta, \phi)$ with $m = 0$ and $m = \pm 1$, where $\theta$ and $\phi$ are the...
spherical coordinates associated with the rotation axis. These components have frequencies \( \sigma_m = \sigma_0 + m \Omega C_{n,1} \) in the corotating frame (cf. GS95). To maintain the oblique pulsation, \( C_{n,1} \) must vanish; otherwise the three components will have different frequencies in the corotating frame and the pulsation pattern would drift about the magnetic axis on a timescale of \( 1/C_{n,1} \Omega \). Nonmagnetic spherical stellar models predict \( C_{n,1} \) to be of the order of \( 10^{-2} \) to \( 10^{-3} \) for high-order \( p \)-modes whereas observations, obtained from HR3881, lead to an upper limit of about \( 10^{-5} \) (Kurtz 1990). Dolez & Gough (1982) argued that it is difficult for the magnetic fields to suppress any drifting of pulsational patterns.

An important step towards identifying the instability mechanism is to map the roAp stars into a physically meaningful parameter space. Establishing a two-color diagram, for example, that clearly outlines and separates the instability region of roAp stars photometrically from stable stars has proven elusive (Matthews 1990b). The instability region of the roAp stars seems to at least partly overlap that of \( \delta \) Sct variables (Section 2.2) on the HR diagram. The \( \delta \) Sct pulsations are known to be driven by the partial He II ionization zone. In roAp stars, diffusion, which is believed to be responsible for the chemical anomalies (Michaud 1970, 1980), is thought to drain the He abundance in regions where He II ionization would otherwise be the driving mechanism. The excitation mechanism responsible for the oscillating Ap stars remains to be identified. Shibahashi (1983) and Cox (1984) contemplated magnetic overstable convection as a possible driving mechanism; in their picture, the restoring force results from the magnetic field, which resists being dragged along by convective motion. Matthews (1988), on the other hand, based on a local stability analysis, suggested that the \( \kappa \)-mechanism due to partial ionization of Si IV was the destabilizing agent. Vaclair & Dolez (1990) and Vaclair et al (1991) speculated that a very weak stellar wind (removing \( \approx 10^{-14} M_\odot \text{ year}^{-1} \)) might transport enough He along magnetic field lines into the polar regions, where it settles and could excite oscillations. Detailed, self-consistent calculations for any of the above mechanisms are not available. Furthermore, observational evidence for prerequisites for the proposed mechanisms to work has not yet been collected. Not only does the excitation mechanism remain to be identified, but also, the physics of the mode selection remains unclear. Some of the roAp stars pulsate in multiple modes that are not consecutive radial orders. Many oscillation modes show very good long-term stability (at least over a decade), whereas others decay on the order of days.

As the oscillation frequencies are believed to be of high order, asymptotic mode analysis can be applied (see Tassoul 1980; Unno et al 1989, section 16). The often observed frequency differences (of the order of 20–80 \( \mu \)Hz) between the multiple periods can be caused either by differences in radial order \( n \) of
equal-\(\ell\) modes or by alternating even and odd \(\ell\) values. The first case allows one to measure the asymptotic quantity \(\Delta \nu_0 \propto (M_*/R_*)^{1/2}\). The latter case provides a measure of \(\Delta \nu_0/2\), however. Lines of equal \(\Delta \nu_0\) on the HR diagram show that smaller values translate a star of known effective temperature to a later evolutionary phase and a higher mass (Shibahashi & Saio 1985, Gabriel et al 1985). A later evolutionary stage implies faster evolution as the stars would then be burning hydrogen already in a thick shell. Heller & Kawaler (1988) computed period changes that develop during and shortly after the main-sequence evolution. If roAp stars are indeed in their subgiant phase, evolutionary period changes should be detectable within a few years of monitoring. Martinez & Kurtz (1990) accumulated such data for HD 101065, a roAp star undergoing period changes, whose \(dP/dt \equiv \dot{P}\) turns out to be about ten times larger than the maximum predicted by Heller & Kawaler (1988). Additionally, the observed sign of \(\dot{P}\) is wrong compared with theory. Whether the observations are contaminated by binary motion is unclear. In any case, looking for evolutionary period changes promises to be a suitable method to solve the frequency-spacing dilemma.

Recently, Kurtz et al (1994) and Kurtz (1995) reported frequency variations in roAp stars on the timescale of \(\sim 100\) days. Such variations are considered now to be common among roAp stars. The signature is cyclic, and it is considered to be intrinsic to the pulsations and not of evolutionary origin. Kurtz (1995) attributed the frequency modulation to a changing magnetic field strength. Such a variation would modify the structure of the acoustic cavity and hence the magnitude of the eigenfrequencies. It is interesting that, based on our present understanding of magnetic fields in stars, magnetic cycles similar to the solar one are not expected for upper main-sequence stars.

2.2 \(\delta\) Scuti Stars

Stars with masses of \(1.5 \lesssim M/M_\odot < 2.5\) enter the lower instability strip (see Figure 1 of GS95) either in their core hydrogen-burning phase or when they evolve towards the base of the giant branch burning hydrogen in a shell. Such stars are commonly accepted as candidates for \(\delta\) Sct-like oscillations. Very recently, some \(\delta\) Sct variables were identified to be pre-main-sequence objects (Kurtz & Marang 1995). The pulsation periods of \(\delta\) Sct variables range from about 0.02 to 0.25 days, indicating low-order radial or nonradial \(p\)-modes of low spherical degree. Some of the recent observational data hint at the presence of even \(g\)-modes (Breger et al 1995). We know of single/double mode \(\delta\) Sct stars with large amplitudes (some tenths of a magnitude); the majority, however, are multiperiodic with small amplitudes (\(10^{-3} - 10^{-2}\) mag). The lack of sufficiently long temporal baselines of observing runs prevented clear statements about the richness of the frequency spectrum in the past. Thanks to recent multisite
campaigns we know now of multiply periodic $\delta$ Sct variables that show up to about a dozen oscillation modes (Belmonte et al 1993, Breger et al 1995). Results from Doppler imaging of rapidly rotating $\delta$ Sct stars indicate that high-degree modes ($12 \lesssim \ell \lesssim 16$) might also be excited (Kenelly et al 1992, Matthews 1993).

When considering the stars populating the lower instability strip, only a fraction ($\lesssim 50\%$) of them are observed to be photometrically variable, at least with amplitudes above the presently discernible limit of a few mmag. Because the number of known pulsators increases steeply towards low amplitudes (Baglin et al 1973, Breger 1979), we might suspect the putative stable stars to be pulsating with very low amplitudes. The presence of stable stars in the $\delta$ Sct variability domain, the different naming of allegedly differing subclasses of short-period pulsators, and the presence of both Population I and II objects in the lower instability strip make any survey rather confounding. Discussions of the classification issue from the observational viewpoint can be found in Eggen (1979), Breger (1979), Nemec & Mateo (1990), and references therein. For simplicity, we call variable stars with properties as mentioned above $\delta$ Sct variables—this is sufficient for the discussion of basic theoretical issues. On the observational side, examples of instructive reviews of $\delta$ Sct stars are those by Baglin et al (1973), Breger (1979), Wolff (1983), and Kurtz (1988) (who concentrated on those stars for which detailed frequency spectra were available).

The reviews by Petersen (1976) and Cox (1983) contain comprehensive accounts of early theoretical work on $\delta$ Sct variables, addressing in particular linear stability analyses and radial nonlinear simulations. Lee (1985b) reanalyzed the oscillatory stability of low-order nonradial modes of $\delta$ Sct-like stars in their subgiant phase. A generalization of Osaki’s (1977) WKB treatment for the interior to a quasi-adiabatic treatment (Dziembowski 1977a, Lee 1985a) allowed the solution of the eigenvalue problem over the complete stellar models, including the condensed central parts of the star, which enforce short spatial wavelengths in the eigenfunctions. The very small local wavelength is caused by the large magnitude of the bump in the Brunt-Väisälä frequency in the deep interior (cf Figure 2 in GS95). This peak in the Brunt-Väisälä frequency close to the center lets the eigenmodes with $\delta$ Sct-like periods adopt dual character. They behave like $p$-modes in the envelope and turn locally into $g$-modes in the deep interior. If the evanescent zone (white area between the $p$- and $g$-mode propagation domains in the inlet of Figure 2 in GS95) between the two propagation regions is thin and the Brunt-Väisälä frequency in the inner regions is very large, then the deep interior constitutes a substantial energy sink. Dissipation in the deep interior will possibly stabilize $p$-modes that are driven in the He II ionization zone by the $\kappa$-mechanism. Nonetheless, Lee (1985b)
found a large number of unstable modes in his subgiant model (see Figure 2 in Lee 1985b), a result very much like that of the earlier studies dealing with main-sequence-type stars (e.g. Dziembowski 1977a). The number of destabilized low-degree modes in these linear stability analyses is much higher than the number of modes presently observed. Dziembowski & Krółikowska (1990) speculated that trapping of a fraction of the eigenmodes in the envelope could serve as a selection mechanism. Trapped modes with their reduced amplitudes in the deep interior and hence with reduced dissipation in that region would be favored to reach observable amplitudes. For low-degree modes, i.e., modes that are in principle photometrically detectable, the trapping efficiency was most pronounced for \( \ell = 1 \).

The amplitude-limiting process acting in \( \delta \) Sct stars and other low-amplitude variables is thought to be different from the one that is relevant in large-amplitude variables like Cepheids or RR Lyrae stars. The observed frequency spectra of low-amplitude pulsators differ significantly from what simple linear pulsation theory predicts. Only a fraction of the linearly unstable modes reach an observable level. Besides the selection by trapping as mentioned above, nonlinear mode interactions between two or three modes, where one of them is linearly unstable, are proposed as efficient amplitude limiters (Dziembowski 1982). In a later investigation (Buchler & Goupil 1984), nonadiabaticity and nonlinearities in the growth rates were also accounted for by stepping up to second- and third-order nonlinearities. In case of \( \delta \) Sct-like stars, the coupling of low-order, low-degree \( p \)-modes with pairs of \( g \)-modes limited amplitudes efficiently (Dziembowski & Krółikowska 1985). Pairs of \( g \)-modes can be parametrically excited if the acoustic mode amplitudes exceed a threshold. This opens the possibility for a cascade-like spread of coupling of the now unstable \( g \)-modes with initially stable higher-order pairs of \( g \)-modes. For the case of three-mode interaction, the final amplitudes turn out to be too large compared with observation. By introducing rotation and associated frequency splitting, the chances for additional resonances, and hence for further reduction of the amplitudes, are increased (Dziembowski et al 1988). Three-mode interactions result in steady amplitude solutions only in exceptional cases. More frequently, amplitude modulations in time are predicted (Moskalik 1985). Constraints for the theory of nonlinear mode coupling might hence come from observed long-term amplitude variations of oscillation modes in \( \delta \) Sct stars.

The seeming coexistence of variable and stable stars in the same region of the HR diagram was attributed to the action of gravitational settling of helium and levitation of suitable metallic elements by radiation pressure in the stellar envelopes (Baglin 1972, 1976). This works only for slow pulsators since rapid rotation tends to destroy this effect. According to Kurtz (1989),
diffusion and radiative levitation might indeed account for the mostly—but not exclusively—stable spectroscopically peculiar Am stars that are encountered in the lower instability strip. Physically, the disappearance or weakening of the He II ionization zone stabilizes the stars. Nonetheless, even for significantly He-depleted envelopes Cox et al (1979) found pulsational instabilities due to residual He II and some enhanced driving in the partial H I ionization zone close to the red edge of the classical instability strip. Not only can peculiar A and F stars be pulsationally stable in the δ Sct region, but also nonvariable stars with “normal” spectra were identified (Breger 1979). Because many of the stable candidates might be pulsating with low amplitudes, high-precision photometry needs to confirm the advocated ratio of stable to variable stars in the lower instability strip. The recent discovery of large-amplitude δ Scuti-like pulsation in a Am star casts doubt on the levitation mechanism being responsible for the abundance anomaly (Kurtz et al 1995).

For many years, it proved impossible to fit simultaneously the values observed for δ Sct and Cepheid variables to the theoretical Petersen diagrams ($P_1/P_0$ versus $P_0$) when standard stellar-evolution assumptions were invoked in the modeling. For such analyses, the periods of the radial fundamental mode $P_0$ and of the first overtone $P_1$ are usually calculated in the adiabatic approximation. Andreasen et al (1983) realized that the period ratios depend sensitively on the He content of the stellar envelopes. Indeed, noncanonically high values for He were suggested not only to accommodate unusually high period ratios (e.g. VZ Cnc, Cox et al 1984) but also to account for the theoretical, radial blue edge of δ Sct stars, which was considered too hot compared with observations. When Andreasen (1988) artificially increased the opacity at a few times $10^5$ K he was able to reconcile observation and theory in the Petersen diagrams for double-mode δ Sct stars and for Cepheids. The new generation of opacity tables (OPAL and OP) fully support Andreasen’s findings as was shown in preliminary calculations by Christensen-Dalsgaard (1993) (see Figure 1).

The location of the blue edge for radial instabilities in δ Sct-like models does not shift considerably when invoking the new opacities (Li & Stix 1994). The particular choice of the outer boundary in the computations seems, however, to influence the stability properties considerably. If the boundary conditions are formulated close to the photosphere, the eigenfunctions are sufficiently quenched in the H I/He I partial ionization zone to render it ineffective. When extending the eigensolutions further into the atmosphere, the H I/He I ionization zone is assigned more weight and it contributes to the driving so that the blue edge is shifted towards higher temperatures and fits the observations better.

The increase of the Brunt-Väisälä frequency (cf Figure 2 in GS95) that occurs in the central region when the star leaves the main sequence forces the
Figure 1  Petersen diagram for population II pulsators. The period ratios of the first to the fundamental mode are plotted against the logarithm of the fundamental mode in the upper diagram to accommodate δ Sct as well as beat Cepheids. The solid curve shows the convincing agreement resulting from calculations with new opacity data (OPAL). The broken curve displays the long-standing discrepancy due to the Los Alamos (LAOL) opacity data. The inset in the lower right allows a more detailed view of the beat Cepheid results, in particular the dependence of the period ratios on the stellar mass.

eigenfrequencies of some $g$-modes to penetrate the frequency domain of the $p$-modes. Assuming that those modes experiencing an avoided crossing (see GS95, Section 3.2.3) at some evolutionary phase—when a $g$- and a $p$-mode happen to be close to each other—are excited and also are observable, then we can potentially probe the very deep interior of such an evolved star. At the inner boundary of the radiative region, just outside the convective nuclear-burning core, the form of the Brunt-Väisälä frequency is governed by the detailed structure of the core/envelope (convection/radiation) transition. Dziembowski & Pamyatnykh (1991) proposed frequencies and irregularities in frequency separations of the core $g$-modes of δ Sct variables that proved useful for assessing their evolutionary state and unraveling properties of overshooting from the convective core.
Before structural and/or evolutionary aspects can be confidently constrained with δ Scuti variability, i.e. before asteroseismology is possible, the observed modes must be reliably identified. This is far from easy because the typical δ Scuti power spectrum is rather sparse. Presently, stellar evolution modeling is accompanying the mode identification to constrain the interpretations. Improvements can be expected from multicolor or simultaneous spectroscopic observations. Different degrees and orders of modes cause different signatures in color indices and in line variability that can contribute to positive identifications. Another promising approach is to search for δ Scuti variables in clusters so that ensemble analyses can be performed. Common quantities that enter the modeling, such as age and maybe convection parameterization, can be determined for the whole ensemble of variables (cf Brown & Gilliland 1994).

Blue stragglers are stars whose positions in the HR diagram render them too young compared with the age of the agglomeration (often globular and old open clusters) with which they are associated. For a recent review of these objects see Stryker (1993) and Bailyn (1995) and references therein. Some of the blue stragglers happen to fall into the instability strip and exhibit δ Sct-like variability. Mateo (1993) reviewed the observational status of variable blue stragglers in old stellar systems (see also Nemec & Mateo 1990). The 24 stars Mateo (1993) mentioned are all attributed a single pulsation frequency, and they all seem to have rather large amplitudes, which is likely to be an observational bias. Gilliland et al (1991) discovered two multiperiodic blue stragglers in M67 from high-precision differential CCD photometry. The pulsational properties, in particular of multiperiodic blue stragglers, might prove important for constraining possible formation scenarios (Gilliland & Brown 1992). Should these mysterious stars be the result of coalesced binaries, then structure and chemical abundances can be expected to be peculiar compared with evolved single stars. Such abnormalities are likely to leave their traces in oscillation periods and period spacings.

2.3 **Slowly Pulsating B Stars**

The slowly pulsating B (SPB) stars are multiperiodic variable mid-B-type stars (B3–B8) with periods between about 1 and 3 days. The prototype of this group, 53 Per (B4 IV, $v \sin i = 17 \text{ km s}^{-1}$), was discovered as a line-profile variable star by Smith (1977). Its line-profile variations are well explained by velocity fields from low-$\ell$ nonradial pulsations on a rotating star (Smith & McCall 1978). The photometric variability of 53 Per was described in Percy & Lane (1977) and Africano (1977). Buta & Smith (1979) determined two periods (of about 2 days) for the light variation. Later, Waelkens & Rufener (1985) found a number of other mid-B-type stars showing small-amplitude light and color variations...
with periods between 1 and 3 days. In some of these stars line-profile variability could be detected (Waelkens 1987). Furthermore, Waelkens (1991) reported that all 7 of the then-known SPB stars were multiperiodic, and he confirmed g-mode pulsations as the cause of their variability. These findings suggested that variable mid-B stars, including 53 Per itself, form a distinct group of pulsators. The term “slowly pulsating B stars” was proposed by Waelkens (1991).

The SPB pulsations are recognized as g-modes because observed periods are longer than the expected period of the radial fundamental mode. Figure 1 displays the location of the SPB instability strip relative to the one of the β Cepheids and the blue part of the classical strip on the HR diagram. The low ℓ values were inferred from their photometric variability. Waelkens (1991) realized that the photometric amplitudes decrease towards longer wavelengths for his whole sample of stars, indicating that photospheric temperature modulation influences the light variation significantly.

Physically, the excitation of g-modes in SPB stars can be understood as an extension of the β Cephei instability (Gautschy & Saio 1993, Dziembowski et al 1993) (cf Section 2.4 below) towards longer periods. For main-sequence stars less massive than β Cepheids, high-order g-modes are excited. Because the modes populate the frequency domain rather densely, an increasing number of g-modes become excited simultaneously for lower masses. Hence, the multiperiodicity of the SPB stars (cf Smith et al 1984, Waelkens 1991) is in accordance with our theoretical understanding. Figure 2 shows the large number and the different radial orders of excited g-modes (enclosed in the dotted area of the inlet in the upper right) during the main-sequence evolution of a 5 $M_\odot$ star. The first turn-around of the evolutionary tracks of the appropriate stellar masses determines the width of the instability strip. During this evolutionary phase the hydrogen exhaustion in the stellar core induces a contraction of the central region, which then leads to a strong growth of the Brunt-Väisälä frequency. The large magnitude of the Brunt-Väisälä frequency is responsible for short spatial wavelengths—and enhanced dissipation—in the eigenfunctions of oscillation modes with periods relevant for SPB stars. The accompanying dissipation in the deep interior eventually overcomes the driving in the Z-bump region of the envelope (cf Figure 4 in GS95). Along the main sequence, the SPB instability strip terminates at around 2.5 $M_\odot$. The exact value depends somewhat on metallicity. At these low masses, the radial orders of the excitable g-modes become so high that strong radiative dissipation eventually overcomes the excitation by the $\kappa$-mechanism. The theoretical low-mass boundary for the g-mode instability agrees with the null result of a search for line-profile variations in late B (B8–B9.5) stars conducted by Baade (1989).
The low-$\ell$, high radial order $g$-modes that are excitable in SPB stars let them assume essentially asymptotic modal properties (cf Section 3.2.2. in GS95). Deviations from the naively expected equal separations between adjacent periods of the $g$-modes of like degree were found in theoretical modeling (Dziembowski et al 1993). The periodic patterns in the period differences are induced by partial trapping of the modes around the outer edge of the nuclear-burning core. Only in variable white dwarfs are such signatures also encountered, which we can take advantage of for seismic analyses (see Section 3.2). The long periods of the SPB stars make it extremely challenging to obtain sufficiently accurate frequency data to perform seismological studies of value.

Figure 2. HR diagram of the upper main-sequence region. Evolutionary tracks of 2, 5, and 12 $M_\odot$ are shown leaving the ZAMS. Dotted areas mark pulsational instability regions. The finger at the upper left contains the $\beta$ Cepheids. The area denoted by SPB contains the slowly pulsating B stars. On the lower right we show the blue part of the classical instability strip where $\delta$ Sct stars are found. The inset on the upper right shows the evolutionary variation of $\ell = 2$ $g$-mode periods of a 5 $M_\odot$ star. The temporal evolution is parameterized by the central hydrogen content $X_C$. The dotted strip indicates the location of the unstable modes.
All SPB stars seem to be slow rotators (Smith 1977, Waelkens 1987, Waelkens et al 1991). Since most SPB stars were discovered photometrically, the low rotation speeds can hardly be attributed to a selection effect. No SPB stars are found in the young open clusters NGC 3293 (Balona 1994) and NGC 4755 (Balona & Koen 1994) despite their containing many β Cephei stars. Balona & Koen (1994) suspected that rapid rotation in these stars suppresses the g-mode instability. The effect of rotation on the stability of high-order g-modes has not yet been tackled theoretically.

The presently known sample of SPB stars contains the star 53 Per and the 13 other stars listed by North & Paltani (1994). Sometimes, other members of the class of “53 Per variables”—defined spectroscopically as variable line-profile B stars by Smith (1980a)—are considered as members of the SPB group. However, a blind merging of the two groups, defined by differing aspects of their variability, might be inadequate.

2.4  β Cephei Stars

The β Cephei stars are a group of short-period (≤0.3 d) variables. Their oscillations are detectable in radial-velocity as well as in light variations. A list of the presently known β Cephei stars is given in Sterken & Jerzykiewicz (1993). The excitation of the pulsations of β Cephei stars and the slowly pulsating B stars was recently, after many years of futile attempts, found to be due to classical κ-mechanism driving in the Z-bump encountered in the new generation of opacity data (see Section 3.2.2 in GS95) (Kiriakidis et al 1992, Moskalik & Dziembowski 1992).

The κ-mechanism tends to excite pulsations with periods comparable to the thermal timescale of the excitation zone; this applies to radial as well as nonradial pulsations. In the region of β Cephei variables, oscillation modes with periods between ≈ 0.1 and 0.3 day are potentially excited. As effective temperature decreases, the depth of the driving zone increases and so do the periods of excited modes. On the main sequence, for models with 7–8 $M_\odot$ ($\log L/L_\odot \approx 3.5$) the length of the most favored period lies in the transition region between p-modes and g-modes (see Figure 2). Towards lower masses, long-period g-modes (with a dense frequency spectrum) are excited and observed in slowly pulsating B stars. A phenomenological distinction between the β Cephei stars and the SPB stars is introduced most naturally between 7 and 8 $M_\odot$ (the periods there are of the order of a few tenths of a day). Physics, though, does not enforce a formal subdivision of the two groups of variable stars.

The theoretically determined instability region (cf Figure 1) on the HR diagram for $Z = 0.02$ (Dziembowski & Pamyatnykh 1993), determined using a recent OPAL opacity release, comprises most of the observed β Cephei variables;
exceptions are some metal-rich stars. Waelkens et al (1991) found that the blue edge of the instability region is bluer (i.e. a more extended instability region on the HR diagram) for more metal-rich \( \beta \) Cephei stars. Another effect of the heavy-element dependence of the \( \beta \) Cephei pulsations is the lack of \( \beta \) Cephei variables in the Magellanic Clouds (Balona 1992, 1993). These facts are consistent with Z-bump driving. Theoretically, it was realized (see Moskalik 1995) that the detailed physical treatments of heavy elements in the opacity calculations, such as Ni, Cr, and Mn, influence the pulsational driving and hence the extent of the instability region, in particular in the low-mass region of the \( \beta \) Cephei stars.

The paucity of \( \beta \) Cephei variables at luminosities exceeding \( \log L/L_\odot \approx 4.5 \) is explained by the shifting of the instability region into the post-main-sequence phase (Dziembowski & Pamytnykh 1993). The evolutionary timescale is faster there; thus the probability of finding variable stars in this domain is much lower.

Pulsational instability regions deduced from linear theory and from nonrotating spherical star models do not yet coincide in all cases with observed domains of \( \beta \) Cephei variables. The \( \beta \) Cephei stars in the open cluster NGC 3293 (Balona & Engelbrecht 1981, Balona 1994) are confined to \( 4.4 < \log T_{\text{eff}} < 4.44 \), and all stars in this temperature range seem to pulsate. Comparing this instability domain with the theoretical result for \( Z = 0.03 \) obtained by Dziembowski & Pamyatnykh (1993) indicates that despite the observed high-\( T_{\text{eff}} \) boundary being roughly consistent with the theoretical blue edge, the observed low-\( T_{\text{eff}} \) boundary is much bluer than the theoretical one. Moreover, Balona & Koen (1994) have found a few constant stars within the \( \beta \) Cephei instability strip in NGC 4755.

The majority of \( \beta \) Cephei variables are multiperiodic (see e.g. Figures 22 and 23 in Sterken & Jerzykiewicz 1993). Some of the identified frequencies can be attributed to rotational \( m \)-splitting. These variables also show line-profile variations, which are mostly line broadening and narrowing (rather than traveling bumps and dips). Osaki (1971) showed that such line-profile variations are produced by the combination of rotation and nonradial pulsation with low \( |m| \)-values. Smith (1980b, 1983) and Campos & Smith (1980) compared theoretical line-profile variations with observed ones to determine pulsation modes and periods. These studies, performed by a trial-and-error method, were difficult because of the many parameters involved in the computation of the theoretical line profiles. Additionally, temperature variation, which was not accounted for, affects the line profiles of \( \beta \) Cephei stars markedly (Balona 1987, Cugier 1993).

To overcome the difficulties, Balona (1986a,b, 1987, 1990a) proposed a moment method to identify pulsation modes. This approach is useful for nonradial pulsations with low \( |m| \) in slowly rotating stars. Aerts et al (1992) and Mathias
et al (1994) extended and applied the method to the $\beta$ Cephei variables $\delta$ Ceti and $\alpha$ Lupi.

Pulsation modes may also be estimated by using the amplitudes of the variability in the visual and in the UV. This method makes use of the light variation resulting both from oscillatory variations in temperature (surface brightness) and from geometrical effects. The relative contributions vary with wavelength and with spherical degree of the oscillation mode (Dziembowski 1977b). Applying this method, Watson (1988) and Cugier & Boratyn (1992) concluded that large-amplitude, single-periodic stars pulsate in their fundamental mode. Recently, Cugier et al (1994) extended the method by including the amplitude of the radial-velocity variation.

Most $\beta$ Cephei variables vary regularly; the amplitudes of a few of them change, however, drastically on short timescales. One example is Spica ($\alpha$ Vir), a double-lined spectroscopic binary with an orbital period of 4.01 day and a pulsation period of $0.1738$ day discovered by Shobbrook et al (1969). The existence of the $\beta$ Cephei-type variation was traced back to about 1890 (Smak 1970, Shobbrook et al 1972, Dukes 1974). The amplitude decreased in time and became undetectable by 1972 (Lomb 1978). In contrast, Smith (1985) observed traveling bumps and dips in the rotationally broadened Si III line profiles, indicating the existence of nonradial pulsations with high $|m|$. Balona (1985) suggested that the amplitude changes as the angle between the line of sight and the axis of nonradial pulsations (i.e. rotation axis) varies, due to the precession of the rotation axis around the orbital axis of the binary system. The period of precession is of the order of the period of apsidal motion, estimated to be $\approx 130–140$ year (Shobbrook et al 1972, Dukes 1974). This hypothesis fails, however, if the light variations were caused by radial pulsations. Another example of a rapid change of the pulsation amplitude is the Be star 27 CMa, in which the $\beta$ Cephei-type light variation grew from zero amplitude in less than two years (Balona & Rozowsky 1991). Since some Be stars are located in the domain of $\beta$ Cephei variables, the existence of a $\beta$ Cephei-type variability in a Be star is not surprising, but the cause for the rapid growth of the amplitude remains mysterious.

2.5 Be-Type and Related Stars

The Be stars are characterized by rapid rotation and by the occurrence of emission features in spectral lines. The emission components are attributed to a circumstellar disk (see Sletteback 1988 for a review). Two kinds of short-periodic ($\lesssim$ day) variations are observed in Be stars (see e.g. Baade 1987 for a review): 1. high-order line-profile variations (e.g. $\zeta$ Oph (O9.5Vne), Walker et al 1979) in which bumps or dips are traversing rotationally broadened absorption lines from the blue to the red and 2. a photometric variability with
periods of the order of a day (see Balona 1990a), which seems to be associated with low-order line profile (line asymmetry) variations (Baade 1982).

At least some of the high-order line-profile variations (LPVs) of Be stars are explained by nonradial pulsations of high azimuthal order $|m|$ ($\zeta$ Oph, Vogt & Penrod 1983; $\mu$ Cas, Baade 1984; $\gamma$ Cas, Yang et al 1988; $\zeta$ Tau, Yang et al 1990). The line-profile variability of $\zeta$ Oph, the prototype of this group, was attributed to nonradial pulsations with $m = -8$ by Vogt & Penrod (1983), while Kambe et al (1990, 1993a) concluded that two modes ($m = -4$ with a period of 3.3 h and $m = -7$ with a period of 2.4 h) are simultaneously excited. In these investigations, nonradial pulsations were assumed to be sectoral ($\ell = |m|$) spheroidal modes. If this assumption is dropped, however, then the pulsation modes can no longer be identified from the LPVs alone (Osaki 1986a, Kambe & Osaki 1988).

The angular dependence of amplitude distribution of nonradial oscillation of a rotating star cannot be expressed by a single spherical harmonic. A spheroidal mode of given $\ell$ and $m$ is accompanied by toroidal components of degree $\ell \pm 1$ and spheroidal components with $\ell \pm 2$. (Components with different $m$ do not appear because axisymmetry is preserved in a rotating star.) The importance of these components is proportional to $|m|\Omega/\omega$ and $(\Omega/\omega)^2$, respectively, where $\omega$ is the oscillation frequency in the corotating frame and $\Omega$ stands for the angular frequency of rotation. Therefore, to fit theoretical LPVs to observed ones for a rapidly rotating star, theoretical modeling should account at least for the effect of toroidal components (Kambe & Osaki 1988). Aerts & Waelkens (1993) calculated LPVs including the effect of toroidal components; their results show that toroidal components induce additional bumps in the line profiles when $\Omega/\omega$ exceeds 0.2. It is desirable, however, to use self-consistently derived relative amplitudes of toroidal components (which depend on $|m|\Omega/\omega$). Also, the influence of temperature variations during the pulsational cycle, which are not negligible in variable B stars (Balona 1987), should be included. For low-frequency $g$-modes, a somewhat simplified approach is possible (Berthomieu et al 1978). Lee & Saio (1990a,b,c) and Lee et al (1992) obtained theoretical line-profile variability due to low-frequency oscillations thus accounting in their analysis for temperature variations.

On the HR diagram, Be stars lie within the $\beta$ Cephei or in the SPB instability regions, so it is reasonable to expect the high-$|m|$ modes in Be stars to be also excited by the Z-bump. Kambe et al (1993a) argued that the detected modes in $\zeta$ Oph are prograde modes with periods between 7 and 15 h in the corotating frame; they correspond to $Q$ values$^1$ in the range 0.06–0.12. These periods are

\[ Q \equiv P \cdot (\dot{\rho}/\rho_0)^{1/2} \]

where $P$ is the period of the pulsation in days and $\dot{\rho}$ is the mean density of the star.

$^1$
longer than those of $\beta$ Cephei variables. Theoretically, the stability properties of corresponding oscillation modes in rapidly rotating stars are not yet clear (cf Lee & Baraffe 1995). But there is more to the LPVs in Be stars than only regular variability. In $\lambda$ Eri, the high-order LPVs are irregular (Smith 1989, Kambe et al 1993b, Gies 1994). These variations are thought to be caused by stochastic small-scale activity above the photosphere (Smith 1989, Smith & Polidan 1993).

The other type of periodic variation, photometric variability, is ubiquitous in Be stars. Those Be stars exhibiting photometric variability are occasionally referred to as $\lambda$ Eri stars (Balona 1990a). Numerous $\lambda$ Eri stars were recently identified in open clusters of both the Small and Large Magellanic Clouds (SMC and LMC) (Balona 1992, 1993). The $\kappa$-mechanism associated with the Z-bump clearly cannot be responsible for the light variations of these objects, even if their variability is attributable to oscillations.

The periodic light variations are strongly correlated with the rotation speed. The physical origin of the light variability, which is probably associated with low-order ($|m| \approx 2$) LPV, is not yet certain. Three possible mechanisms are proposed, two of which are rotational modulations caused by an inhomogeneous brightness distribution on the stellar surface and an asymmetric structure of the circumstellar envelope (Balona 1990a). The origin of these inhomogeneities was supposed to be connected with magnetic fields; there is, however, no clear observational evidence for the existence of strong magnetic fields in Be stars. The other mechanism involves a nonradial pulsation with frequency, in the frame corotating with the stellar surface, which is so small that observed periods are correlated with rotation. An excitation mechanism for such slow nonradial pulsations was proposed by Lee & Saio (1986, see also Lee 1988). They argued that oscillatory convection in the rotating convective core couples with a high-order $g$-modes in the envelope and so induces an overstable nonradial mode.

Because periodic light variations are common among Be stars, they are suspected to be related to the mechanism for the observed episodic mass loss. [Balona et al (1991) found that all rapid rotators in the open cluster NGC 3766 that showed low-order—i.e. small $|m|$—line-profile variations were in fact Be stars.] Assuming the periodic light variations to be induced by magnetic fields, Balona (1990b) proposed the episodic mass loss to be associated with giant flares on these stars. Alternatively, angular momentum transport by nonradial pulsations in rotating stars was proposed as an alternative mechanism for episodic mass loss (Ando 1986, Osaki 1986b, Lee & Saio 1993). In this picture, interior angular momentum is transported to the surface by the action of nonradial oscillations, eventually forcing the surface region to rotate supercritically, leading to a subsequent ejection.
2.6 Very Massive Main-Sequence Stars

The stability properties of very massive main-sequence stars were discussed in the past mainly in connection with the most massive stable stars expected to be encountered. Observational evidence exists for stars having masses exceeding 100 $M_\odot$ but probably below 200 $M_\odot$ (de Jager & Nieuwenhuijzen 1991). The numbers are estimated by comparing positions on the HR diagram with standard stellar evolution tracks, usually neglecting rotation, so presently stated values are likely to change in the future.

Ledoux (1941) investigated the possibility of nuclear burning to destabilize massive stars pulsationally through the action of the $\epsilon$-mechanism (cf Section 3.3.1 in GS95). With very simple input physics he derived a mass of about 100 $M_\odot$ on the main sequence, above which stars pulsate due to the $\epsilon$-mechanism of CNO burning. For most stars, the relative pulsation amplitudes derived from comparing the deep interior with the surface regions are small throughout the thermonuclear burning region so that the $\epsilon$-mechanism is inefficient for pulsational destabilization. Above a critical mass, radiation pressure becomes large enough for the displacement to achieve sufficient amplitude also in the central region. The $\epsilon$-mechanism can then contribute efficiently to the work integral and eventually overcome the radiative damping in the envelope. Hence, radiation pressure is an important side aspect for the action of the $\epsilon$-mechanism. Cox (1974) reviewed attempts made before the mid-1970s to determine the upper mass limit on the main sequence due to $\epsilon$-destabilization. This question turned out to be a delicate quantitative problem because the driving rates due to nuclear-burning terms are very low, usually of the order of $|\sigma_I/\sigma_R| = 10^{-6}$ (such expressions are obtained when the time dependence of the pulsation equations is parameterized by $\exp(i\sigma \cdot t)$, a ratio of $10^{-6}$ means that it takes $10^6/2\pi$ pulsation periods for the amplitude to grow by a factor of 2.72). Small nuclear driving has to compete with comparable radiative damping in the envelope. Hence, slight inaccuracies, e.g. in treating opacities and their derivatives, have serious consequences for the final outcome. Discussions in the literature of numerical results on this issue were therefore accordingly heated and involved in the past.

After some years of quiescence, the question of the upper mass limit received renewed attention after the advent of the new generation of opacity tables (OPAL and OP). Stothers (1992) concluded, on the basis of OPAL opacities, that an improved temperature dependence of the opacity leads to a higher central concentration in the stars, which reduces the efficiency of the $\epsilon$-mechanism. The radial fundamental mode turned unstable for higher masses than in earlier studies (e.g. Ziebarth 1970), namely at 121 $M_\odot$ for $Z = 0.02$. In a more elaborate study, which included a larger mass range and which also involved analyzing
a number of low-order overtones, Glatzel & Kiriakidis (1993a) arrived essentially at the opposite of Stothers’ conclusions. The instability of the radial fundamental mode was computed to be of only minor importance because a much stronger instability (with $|\sigma_I/\sigma_R| \approx 0.1$) developed due to strange modes at lower masses. This mode-resonance instability appears at masses above about 60 $M_\odot$. Increasing the stellar mass, the instability extended from high frequencies towards the radial fundamental mode. However, even when considering only $\epsilon$-destabilization, Glatzel & Kiriakidis (1993a) concluded that the critical mass was smaller than that determined from older studies.

The repeatedly recovered discrepancies in the magnitude of the critical mass determined by $\epsilon$-destabilization may well be connected with details of the numerical treatment of the opacity data. Nonetheless, the existence of strange modes is undoubtedly a secure feature induced by the pronounced Z-bump and has an important impact on the stability of massive stars (see also Section 4). The growth of the strong strange-mode instabilities into their nonlinear regime has still to be thoroughly investigated. Glatzel & Kiriakidis (1993a) reported large mass-loss rates to have occurred in preliminary computations.

Whether $\epsilon$-driven pulsational instabilities are crucial for terminating the massive end of the mass function remains unclear. Instabilities induced by nuclear burning are most efficient when the stars are essentially homogeneous, i.e. when they have settled on or close to the zero-age main sequence (ZAMS). The growth times of $\epsilon$-induced instabilities are comparable with the main-sequence lifetimes and might hence be irrelevant for stellar evolution issues. The strange modes, on the other hand, show growth times of the order of the dynamical timescale of the stars; these envelope oscillations are much better candidates for shedding mass.

### 3. PULSATIONS IN EVOLVED LOWER-MASS STARS

First, lower-mass stars—understood as those climbing the asymptotic giant branch (AGB) and starting carbon burning in a degenerate state ($\lesssim 8 M_\odot$ on the ZAMS)—are discussed with respect to the pulsational instabilities they encounter during their evolution. All stars originating from regions hotter than the classical instability strip on the ZAMS (i.e. $M_* \gtrsim 2 M_\odot$) are prospective pulsation variables as they cross the HR diagram and pass through the instability strip on their way to the base of the giant branch. However, the evolutionary timescale is so short (therefore the notion of the Hertzsprung gap) that the probability of observing them therein is very low. The triple-mode pulsator AC And is presently considered as one of those rare objects in this transition phase (Fernie 1994). In the following, we restrict our attention to phases after the onset of central helium burning.
Combined photometric and radial-velocity observations of classical pulsators—such as Cepheids and RR Lyrae stars—are frequently used to derive radii and associated quantities by means of the Baade-Becker-Wesselink method. The basic principle underlying the approach is simple: From photometry and spectroscopy, radius ratios and radius differences are determined at suitably chosen phases during the pulsation cycle so that in principle absolute radii can be deduced. The detailed application to obtain accurate physical calibrations of pulsating stars is, however, neither very transparent nor easy. A number of assumptions must be introduced (e.g., on limb darkening, asymmetries of line profiles during pulsation, physical calibration of color indices, etc.). The degree to which these assumptions are realized in stars restricts the level of accuracy achievable, and it may change from one type of pulsator to another. Gautschy (1987) and Moffett (1989) discussed the Baade-Becker-Wesselink method and its variants comprehensively; Moffett (1989) emphasized more recent developments.

### 3.1 Through the He-Burning Stage

When stars ascend the giant branch the more massive ones may reach the low-luminosity domain of red variables (see the upper right in Figure 1 in GS95) already during the first ascent, before the onset of central He burning. The general belief is, however, that the red variable stars are already in the asymptotic giant branch stage. During their first ascent stars spend only a short time in the topmost region of the giant branch. Hence, the probability is rather low of finding a red variable in that evolutionary stage.

#### 3.1.1 RR Lyrae Stars

After the onset of degenerate central He burning, stars with masses between roughly 0.5 and 2.0 \( M_\odot \) settle on or close to the horizontal branch (HB), but only stellar masses below about 0.75 \( M_\odot \) are potential RR Lyrae pulsators during some phase of central helium burning. Accurate numbers depend on details of the assumed stellar physics (Dorman 1992a). The periods of this class of variable stars are around half a day. Stars appear as RR Lyrae variables either when they are close to the zero-age HB or else later upon their evolving to the blue or to the red (depending on the mass of the star). Observed HB stars are deduced to have had main-sequence masses above about 0.8 \( M_\odot \) to reach the HB stage within a Hubble time.

The basic instability mechanism responsible for RR Lyrae pulsations is well understood on the basis of linear pulsation theory. Cox (1974, 1975) provided extensive reviews of the theoretical situation up to the early 1970s. Later,

---

\(^2\)Three subclasses of RR Lyr pulsators, denoted by \( a, b, \) and \( c \), exist. Types \( a \) and \( b \) have asymmetric light curves and are fundamental modes pulsators. The light curves of the first overtone type \( c \) RR Lyrae stars are essentially sinusoidal. For details see Cox (1974).
attention focused on nonlinear modeling (Stellingwerf 1975, 1982; Kovács & Buchler 1988a), the question of mode selection (Simon et al 1980, Buchler & Kovács 1986), and the redward extension of the instability strip including the role played by time-dependent convection. In an early attempt, Deupree (1977a,b) simulated two-dimensional convection and its interaction with pulsations of RR Lyr stars. He found convection to quench pulsations in low-\(T_{\text{eff}}\) models. Considerable efforts were invested in developing one-dimensional descriptions of time-dependent convection, which were coupled with hydrodynamical codes (Xiong 1981; Stellingwerf 1982, 1984a,b,c; Stellingwerf & Bono 1993; Gehmeyr 1992a,b, 1993). Such simulations find concurringly that the convective flux is enhanced during the compressed phases, diminishing the efficiency of the \(\kappa\)-mechanism, which couples to the radiative flux. Convection tends to reduce the amplitude of the pulsation; the actual amount depends on free parameters of the particular convection descriptions. In low-\(T_{\text{eff}}\) models with extended convection zones the variation of the convective efficiency during the pulsation cycle is advocated to cause a bump in the ascending branch of the light curve (Stellingwerf 1984c, Gehmeyr 1992b). At present it is unclear whether such a bump prevails in observed light curves of RR Lyrae stars. Accurate photometry of red RR Lyr stars should be useful to constrain the role played by convection theory in such pulsators.

RR Lyrae variables constitute easily identifiable and rather bright members of many globular clusters. As a consequence, RR Lyrae stars are used extensively as standard candles to determine distances to their host clusters. Based on the absolute magnitude of the RR Lyrae variables, ages of globular cluster systems are determined that bear important clues for galactic evolution and even for cosmology (Sandage 1982a,b or Sandage 1993a,b,c). To address questions of globular-cluster ages and distance scales the presently required accuracy of the physical calibration of RR Lyrae variables is very high. Delicate and complex issues of location and morphology of the horizontal branch (Buonanno et al 1989, Caputo et al 1989, Dorman 1992a, Lee et al 1994) and the range of acceptable evolutionary stages of RR Lyr variables (Lee et al 1990) are being investigated. On the pulsation-theoretical side, extensive numerical simulations (Kovács & Buchler 1988a, Simon 1989, Guzik & Cox 1993, Feuchtinger & Dorfi 1994) including the latest improvements in constitutional physics were performed. These attempts concentrate on the influence of envelope physics; modified input physics in the deep interior (such as opacity sources or elemental mixing processes) seems to affect mostly the structural properties (Dorman 1992b). Extensive grids of combined calculations for which pulsation properties are derived from stellar evolution models, both using the same input physics, do not exist. Such a procedure might at least eliminate the worry of how
much disagreement between stellar evolution and pulsation theory is induced by inconsistent modeling procedures. Additional uncertainties are introduced by the lack of fully self-consistent temperature–color-index relations over the whole range relevant for RR Lyrae stars and by the choice of mean values of the periodically varying color indices (Sandage 1990a). Roughly speaking, the ultimate goal is eventually to reach a proper understanding, and therewith a correct quantification, of the Oosterhoff-period-shift (the mean period of RR Lyrae stars in Oosterhoff-type I clusters is 0.1 day shorter than that of Oosterhoff-type II clusters when determined by an ensemble mean over the periods) or of the Sandage-period-shift (the RR Lyrae periods decrease as the cluster metallicity increases, determined on a star-by-star basis at fixed $T_{\text{eff}}$) (cf Sandage 1982a, 1990b; Bono et al 1994). This is done by arriving at acceptable RR Lyrae masses and luminosities over the whole parameter domain ([Fe/H], Y, [O/Fe], …) covered by globular clusters. A general agreement has not been reached, and the body of literature on that issue is considerable. The review of Rood (1990) pointed out the complexity associated with horizontal branch evolution, and he has sketched the large parameter space that must be dealt with correctly.

The elusive origin of the Blazhko effect is of much interest for stellar pulsation theory. This effect is a secular variation in form and amplitude of the fundamental-mode oscillation on a timescale between 20 and 100 days and is found in about 15–30% of the RRab pulsators. A comprehensive review of the observational aspects was presented by Szeidl (1988). It seems, as also pointed out by Gloria (1990), referring to field RR Lyrae data from the 4th edition of the General Catalogue of Variable Stars, that the mean period of the Blazhko effect RRab stars is shorter than the mean period of steadily pulsating RRab variables. The theoretical meaning of this correlation, should it indeed not be an observational bias, is unclear. The Blazhko effect has been confirmed only for RRab stars but not for RRc variables. One theoretical model—the oscillating oblique magnetic rotator (Cousens 1983)—attributed the Blazhko effect to a stellar magnetic field and its interaction with radial pulsation. The Blazhko period would then essentially be the stellar rotation period. At least for the star RR Lyrae itself a significant magnetic field that varies with the Blazhko period as well as with the pulsation period is observed (Babcock 1958, Romanov et al 1987). For other variables with a Blazhko effect, reliable data do not exist. The observed tertiary period of RR Lyrae, a modulation of the Blazhko effect itself, on a timescale of about four years, is preferably attributed to the magnetic cycle of the star. Very recently, Takata & Shibahashi (1995b) revisited and rederived the oscillating oblique magnetic rotator model. The method is very similar to the modeling of roAp stars, but in RR Lyrae stars the radial fundamental mode is self-excited and this mode picks up quadrupole
components due to Lorentz and Coriolis forces. In contrast to Cousens (1983), Takata & Shibahashi (1995b) found a Blazhko amplitude that depends on the magnetic field strength. Moskalik (1985) attempted an explanation by looking for possible internal mode resonances in RR\textit{ab} stellar models. His amplitude equations, including only lowest-order nonlinear couplings, revealed a resonance between the fundamental mode and the third overtone as the most likely way to produce a light variation similar to the Blazhko effect. The long-term evolution, however, could not be studied in his model. Since no clear discriminants emerge from either the theoretical or the observational side, none of the suggested explanations can yet be disqualified.

Despite RR Lyrae stars having usually low heavy-element abundances the new opacity generation (OP and OPAL) had some impact on the period ratios of double-mode RR Lyrae (RR\textit{d}) stars. Kovács et al (1991) discussed the period ratios resulting from newly constructed pulsation models that were assumed to be appropriate for double-mode RR Lyrae variables in Oosterhoff I or II type clusters. Acceptable masses (compared with stellar evolution) could only be obtained when requiring $Z < 0.001$; within the parameter $Z$ the distribution of the heavy elements was assumed to be solar. When allowing for nonsolar heavy-element ratios relative to Fe in the stellar material, an unexpected ambiguity in the results emerged due to competing effects from different chemical species (Kovács et al 1992).

In the Galactic field, only three RR\textit{d} stars are presently known (Jerzykiewicz & Wenzel 1977, Clement et al 1991). Even in globular clusters, the RR\textit{d} phenomenon was only recently appreciated (Sandage et al 1981). Szeidl (1988) estimated up to about 15% of RR Lyrae stars to be of RR\textit{d} type. These variables are believed to be pulsating simultaneously in the fundamental and in the first overtone mode. Indeed, the colors or temperatures of RR\textit{d} stars are confined to the transition region between the RR\textit{c} and the RR\textit{ab} instability domain. Observationally, the first overtone always has a higher amplitude than the fundamental mode. Kovács et al (1986) found the relative contributions of the fundamental and first overtone mode to have remained constant in the RR\textit{d} stars of M15 over two decades. This result is not compatible with the simple mode-switching scenario of a star evolving accidentally through the transition region. Also, the observed number of RR\textit{d}s appears to be too high for such a picture to apply. Bono & Stellingwerf (1993) pointed out that for their calculations the timescale for mode switching agrees better with predictions from stellar evolution. Nonetheless, the physical mechanism for long-term maintenance of double-mode pulsations is far from understood. Nonlinear pulsation calculations proved to have severe problems in simulating stably pulsating double-mode models (Stellingwerf 1974, Kovács et al 1992). Despite much effort,
observed properties of double-mode RRd stars and double-mode Cepheids have not been reproduced satisfactorily. For Cepheids, no stably pulsating double-mode models are known to exist. Some persistent double-mode pulsations have recently been constructed for RRd-type models (Stellingwerf & Bono 1993, Kovács & Buchler 1993). In most of these models, however, the amplitude of the fundamental mode is larger than the one of the first overtone—contradicting the observational evidence. The three-mode resonance $\sigma_F = \sigma_1 + \sigma_2$ seems to play an important role for persisting double-mode pulsations. The subscripts at the oscillation frequencies $\sigma$ refer to the fundamental and the first two overtone modes. Kovács & Buchler (1993) noticed that the artificial viscosity required for the numerical codes to work had to be reduced below a certain threshold for the RRd models to reach the correct periods.

Observationally, the first overtone pulsators, the RRc variables, have light curves that are sinusoidal and very distinct from the asymmetric light curves of the fundamental-mode RRab pulsators. This behavior is well reproduced by nonlinear simulations. The physical determinants of the light curve form have never been explained satisfactorily though. An attempt, based on one-zone models, was published by Stellingwerf et al (1987).

3.1.2 POPULATION II CEPHEIDS As the evolution after He core burning proceeds, stars with masses above approximately 0.51 $M_\odot$ evolve off the HB to approach and ascend the AGB. Either during the early evolution away from the HB or during shell flashes along the AGB, some stars can enter the instability strip again and appear as so-called population II or Type II Cepheids. The periods of population II Cepheids range from about 0.8 days—at the transition to RR Lyrae stars—to about 30 days, above which the stars in the classical instability strip are classified as RV Tau stars (see Section 3.1.3). For observational and theoretical reviews see Wallerstein & Cox (1984) and Gingold (1985), respectively. Linear pulsation calculations reveal that the combination of He II and H/He I ionization drives the pulsations. The fundamental radial or the first overtone mode seems to be excited (Nemec et al 1994). The instability strip of the metal-poor pulsators is considerably broader than that of population I variables at the same luminosity. In particular the red edge is shifted to lower temperatures. Wallerstein & Cox (1984), referring to Deupree & Hodson (1977), argue that this downward shift in temperature is connected with a reduced efficiency of convection. No recent, and in particular no systematic, studies are available in the literature that clarify what pulsation modes are potentially excited and where, in detail, the borders of the instability region of population II Cepheids lie on the HR diagram.

The short-period population II Cepheids or AHB1 (above horizontal branch; Diethelm 1990, Sandage et al 1994) are post-HB stars that pass through the
instability strip during their evolution towards the AGB as they exhaust the helium in their cores. The period range of AHB1 stars is about 0.8–5 days. The observed properties and theoretical interpretations are thoroughly discussed in Sandage et al (1994). (Although these variables were sometimes called BL Her stars, the name is not suitable because the star BL Her itself is not metal deficient.) Since the timescale of evolution in the core helium exhaustion phase is much faster (of the order of 100 times) than during the core He burning phase, the number of AHB1 stars is much smaller than that of RR Lyrae stars. Because of the fast evolution, period changes for some of the AHB1 stars are actually observed (Wehlau & Bohlender 1992, Diethelm 1996). These data show that their periods are increasing on a timescale of 1–10 days / 10⁶ years, in accordance with theoretical prediction. Below about \( M = 0.51 M_\odot \) (depending on the uncertainties of chemical composition) the stars do not evolve back to the AGB and hence do not cross the instability strip anymore; they instead turn towards high temperatures at some early phase of their post-HB evolution.

There is a group of population II variables called AC (anomalous Cepheids) that have periods similar to those of AHB1 stars. Their period-luminosity relation is, however, different from that of AHB1 variables, indicating that they are more massive than AHB1 stars (see e.g. Wallerstein & Cox 1984, Nemec et al 1994). The AC stars are thought to result from the coalescence of close binaries.

The period distribution of the population II Cepheids shows a gap between 5 and 10 days. The lack of stars in this period, and hence luminosity range, is thought to have evolutionary origin. Stars with short periods are leaving the HB to subsequently approach the AGB. Stars with long periods are either on a bluward excursion during late He-shell flashes or are already on their final departure from the AGB on their way towards the white-dwarf cooling region (Gingold 1976). The luminosity differences within the group of longer-period population II Cepheids (W Vir variables) can be attributed to a mass difference of the pulsators or to a different evolutionary status. Evolutionary calculations indicate that only below a critical remaining envelope mass do the He-shell flashing objects perform bluward loops. The number and distribution of periods of long-period population II Cepheids and their comparison with the estimated evolutionary timescales within the instability strip are not in satisfactory agreement (Gingold 1976, 1985). Therefore, a good statistical sample of the luminosity distribution of population II Cepheids should help considerably in clarifying the issue of their evolutionary status. Also, if the long-period population II pulsators have indeed terminated their AGB evolution and if they are not merely in an unstable He-shell burning episode, their periods should exclusively decrease in the long run as they evolve to higher temperatures.
3.1.3 RV TAU VARIABLES The longest-period W Vir stars seem to continuously change into what are classified as RV Tau variables, so they might in principle be considered as long-period population II Cepheids. Their pulsations are also driven by partial H and He ionization. The light curves show regularly alternating deep and shallow minima (double-wave form). Based on the luminosities ($\log L/L_\odot > 3$), the application of the coremass–luminosity relation, and the length of periods (50–150 d) larger masses are deduced for RV Tau variables than for the lower-luminosity W Vir stars. Jura (1986) saw indications in IRAS data of RV Tau stars leaving the AGB and evolving towards the white-dwarf domain; he inferred a very short duration—of the order of 500 years—of the pulsation phase. The double-wave light curves, which are a defining characteristic for RV Tau variables, are attributed to an internal resonance effect (similar to the Hertzsprung progression in Cepheids; see Section 3.1.5). Based on linear adiabatic theory, no satisfactory mode resonances could be identified by Takeuti & Petersen (1983). Fadeyev & Fokin (1985) reported a 2:1 resonance between the fundamental and the first overtone mode in their nonlinear modeling of RV Tau-like stars. Linear nonadiabatic pulsation calculations led Worrell (1987) to conclude that a single resonance is unlikely to be sufficient to understand the double-wave light curve of the RV Tau variables over the whole relevant $T_{\text{eff}}$ and $L$ range. The opposite conclusion was reached by Tuchman et al (1993) based on their linear nonadiabatic study.

In recent years, a number of nonlinear pulsation simulations have been performed to study the dynamical properties of population II pulsators. As the luminosity-to-mass ratio of the models was increased the oscillatory motions underwent transitions towards a low-dimensional chaotic behavior (Buchler & Kovács 1987, Aikawa 1987, Kovács & Buchler 1988b, Moskalik & Buchler 1990, Aikawa 1993). Period doublings, suggesting the so-called Feigenbaum sequence towards chaotic dynamics, occurred in a series of models with high luminosity-to-mass ratios upon reducing the effective temperatures of the equilibrium models. When increasing the $L/M$ ratios, tangent bifurcations, leading to intermittency in the dynamics, were encountered. Based on such numerical studies, Kovács & Buchler (1988b) concluded that the RV Tau light curves represent early phases in a naturally occurring period-doubling bifurcation sequence for which the $L/M$ ratio serves as a control parameter. In the simulations, the increasing degree of irregularity of the pulsations with rising luminosity (at constant mass) due to continuing period-doublings finds some observational correspondence.

The fully radiative pulsation models studied in the previously mentioned analyses, which adopt chaos-like properties, all approached low-dimensional chaotic attractors. A major deficiency of the modeling was the omission of time-
dependent convection with its feedback on the pulsations. Whether chaotic dynamics still develops along the same routes and whether low-dimensional attractors will persist even in the presence of extensive convective envelopes remain unclear (Perdang 1991). To ensure the correct phase-space behavior, in particular for the long-term evolution, the quality of the numerical methods has to be very high; for critiques of numerical methods used for computing of chaotic phenomena see Miller (1991) and Yee et al (1991).

3.1.4 MIRA AND SEMIREGULAR VARIABLES The low-mass, long-period ($P \gtrsim 80$ d) variables located at very low temperatures and luminosities above about $10^3 L_\odot$ (cf Figure 1 in GS95) are known under a variety of names in the literature. These long-period AGB stars play an important and still controversial role in our understanding of strong mass loss, the formation of planetary nebulae, and the structure of the white-dwarf mass-function. From the point of view of pulsation theory we do not distinguish between the various observationally motivated classes that are conceivably superimposed on the same basic processes in these stars. The different behavior of the various families of cool variables can be caused by different masses, chemical compositions, or evolutionary stages along the AGB. For example, the observational distinction between Mira and semiregular (SR) variables is not necessarily a deep physical one. Often the distinction is based on the amplitude of the light variation. Large-amplitude variables are attributed to the class of Miras whereas low-amplitude pulsators are considered as SR variables. Both categories have, however, roughly the same regularity of their pulsational cycles (Whitelock 1990).

The driving mechanism of the pulsations is probably the combined action of partial H and He I ionization. Over a large fraction of the envelopes of these variables, energy transport by convection dominates and the timescale of convective overturn is of the same order as the pulsation cycle. Hence, any statements on the pulsational driving and on the extension of the instability region depend crucially on our understanding of the coupling of pulsation and convection and of the influence of convection on the equilibrium structure of the stars. Both aspects are not well comprehended at present. Balmforth et al (1990) showed that the inclusion of turbulent pressure in their models alters the equilibrium structure so that the excitation rates and also the periods of radial pulsation modes are considerably influenced. In pulsation calculations, not only should the perturbed convective energy flux be accounted for but also the perturbation of the turbulent pressure to fully describe the coupling of pulsation and convection in these envelopes. For their supposedly low-luminosity AGB model Balmforth et al (1990) obtained the first overtone as the dominantly destabilized pulsation mode; this agrees with the results of Fox & Wood (1982), who included the time dependence of the convective flux in a kind
of flux retardation model. Only at luminosities leading to periods of about 320 days does the fundamental mode grow faster. Based on these calculations, most Mira variables were deduced to pulsate in the first overtone mode. Ostlie & Cox (1986) concluded from their linear pulsation calculations (in which turbulent pressure was included in some of the equilibrium models but the perturbation of the convective flux was neglected in the stability analyses) that Mira-type variability is consistent with fundamental mode pulsations. Using nonlinear initial-value simulations of Mira-type pulsations, Wood (1990a) concluded that, after artificially suppressing the growth of the fundamental mode in his models to force them into the first overtone, the velocity fields that built up were incompatible with observations. Hence, Miras were considered to pulsate in the fundamental mode. Tuchman (1991), applying his “acceleration analysis” to observed CO molecular lines in Mira variables, rejected the possibility of a fundamental-mode variability in his sample.

Spatial high-resolution observations of Mira (o Cet) itself (Haniff et al 1992) and of R Leo (Tuthill et al 1994), together with parallax estimates, allowed a direct estimate of the radius. Rather independent of the particular choice of the mass, a pulsation constant Q resulted that pointed to an excited first overtone. If, however, radii were derived from the excitation temperature of CO molecular lines the pulsation of o Cet was assigned to the fundamental mode (Hughes 1993). It must be kept in mind that the radii of Mira-type stars change by more than a factor of two when going from optically thin regions to the stellar photosphere. Thus, care has to be taken when radii derived by different techniques are compared.

Bessell et al (1989) attempted to reduce uncertainties in determining temperatures of Mira variables at different pulsation phases. Uncertain temperatures corrupt the accurate determination of Q values. They based their detailed radiative transfer calculations on density and temperature profiles obtained from nonlinear simulations. The resulting spectra are not yet fully satisfactory, possibly because detailed thermodynamic and radiative processes in the shock regions need to be dealt with in the hydrodynamic simulations. Furthermore, the quantifications of the pulsation constant Q rely on linear stability analyses (cf Wood 1995). To conclude, the debate on which mode is excited in Mira variables cannot presently be considered as settled (for a detailed recent discussion see Wood 1995).

Nonlinear pulsation simulations of Mira envelopes (incorporating with radiative energy transport only) show complicated multiple shock structures in their atmospheres (Bowen 1988, Wood 1979). Mostly, such calculations were not based on self-excited pulsations but on piston-driven motion of the stellar matter in the outermost layers. Although Feuchtinger et al (1993) presented
promising preliminary results of high-quality numerics and coupled radiation-hydrodynamics, they still based their calculations on piston-driven pulsations in purely radiative model envelopes. Höfner et al (1995), using an extension of the same Viennese radiation-hydrodynamics code, presented interesting results of time-dependent dust formation in the atmospheres of long-period variables. They obtained quasi-periodic dust formation/destruction cycles and associated variable mass-loss rates even with static inner boundary conditions for certain abundance ratios of carbon and oxygen.

Observations indicate that the mass-loss rates of Mira variables are correlated with the pulsation period. Longer-period stars, which are also more luminous, tend to have higher mass-loss rates (Whitelock 1990 and references therein). The available simple nonlinear simulation models cannot reproduce the high values observed (Wood 1990b). Considerable improvements can be expected from properly dealing with convection in the envelopes of the long period variables and/or from the dynamical influence of grain formation and destruction (Höfner et al 1995). Pijpers & Habing (1989) estimated that dissipation of acoustic energy flux due to convection would be able to induce mass-loss rates between $10^{-7}$ and $10^{-4} \ M_\odot \text{year}^{-1}$.

A simple evolutionary scenario assumed Mira variables to evolve along the AGB towards higher luminosities and longer periods with an accompanying increase of mass loss until a critical luminosity was reached where the envelope would be shed. Thereafter, the Mira variables would be obscured by an optically thick envelope and become possibly observable as variable OH/IR sources that eventually evolve into a planetary-nebula system. Both observational and theoretical evidence speak against such a simple picture (Wood 1990a, Vassiliadis & Wood 1993, Whitelock et al 1994), however. Comparing the number densities of Mira stars with those of planetary nebulae or clump giants suggests that the Mira phase lasts for only about $5 \times 10^4$ years. For stars with masses of about $1 \ M_\odot$ evolution on the AGB during a Mira lifetime does not result in a significant luminosity increase nor in any appreciable period change. The kinematic properties of Miras change with the length of their pulsation period, indicating that only small changes of the pulsation period occur during the lifetime of a Mira variable (Whitelock et al 1994). Additionally, Wood (1990a) argues that it is not possible for stars with masses below about $1.5 \ M_\odot$ to ascend sufficiently high on the AGB to explain the very long periods (1000–2000 days) and the very low temperatures observed in OH/IR sources. Hence, the OH/IR variables are assumed to stem from a subgroup of stars that are more massive than what we see as shorter-period Miras. Under such circumstances the OH/IR sources were to be considered as late AGB stars rather than as post-AGB and pre–planetary nebulae objects. In terms of period, the variable AFGL objects, stars with strong
IR excesses, lie between the optically identified Mira variables and the radio-
luminous OH/IR sources. The same applies with regard to the amount of mass
loss and the degree of obscuration by circumstellar material (Jones et al 1990).

According to the interpretation of the Mira instability region mentioned
above, the observed period-luminosity (PL) relation established for LMC Mira
variables (Feast et al 1989 and references therein) would not represent an evo-
lutionary sequence of stars but indicates a range of stellar masses occupying
the Mira domain at different luminosities. Because red variables belong to
the most luminous stars in a stellar system, the existence and robustness of a
PL relation is of relevance for any kind of distance determination. Hence, the
quality of the actual PL relation and estimates of the intrinsic scatter (either a
stochastic one or one due to a hidden mass or color dependencies) are essential.
Feast et al (1989) found that the Mira variables, in particular the O-rich Miras,
obey well-determined period-luminosity-color relationships. This indicates
that Mira variables occupy an instability strip of finite width on the HR diagram.

Because of their comparable kinematic properties the SR variables in the
Galaxy are believed to emerge from the same populations as do the Mira vari-
ables (Jura & Kleinmann 1992). The periods of the SR variables are (at least
in the sample of Jura & Kleinmann) usually shorter than those of Miras. Also,
for the SR variables, the determination of the pulsation mode is controversial.
Presently the short-period SR \((P < 150 \text{ d})\) stars are assumed to be first or sec-
ond overtone pulsators. For longer-period semiregular variables, on the other
hand, pulsations in the fundamental mode are preferred.

Irregular variables show spectra with clear giant or supergiant characteristics.
Jura & Kleinman (1992) referred also to the kinematical properties that led them
to assume an affiliation of these stars with the same population as the long-
period Mira variables with \(300 < P < 400 \text{ d}\). The evolutionary state of the
irregulars seems, nevertheless, to be unclear in particular due to the uncertainties
in assigning reliable luminosities to them. If the irregulars are situated at the
low-luminosity end of the AGB then, in accordance with the picture of Wood &
Cahn (1977), several higher overtone modes could be excited simultaneously,
giving rise to a seemingly chaotic light variability. Another point of view is
that the irregular variability is indeed a purely stochastic phenomenon (Perdang
1985). The latter suggestion is somewhat off the main line of thought as
we do not know of any other class of stars being destabilized in this way.
Careful monitoring of irregular variables over long time spans should enable the
discrimination between the two models, at least if, according to the multimode
picture, the number of simultaneously excited modes is small.

Some variables on the AGB with nonstrictly repeating light variations have
undergone long-term temporal analyses to identify chaotic signatures in their
light curves. [For an introduction into the concepts and the language of chaotic
dynamics and its applications in astrophysics see Buchler et al (1985).] Blacher
& Perdang (1988) analyzed a number of Mira variables by applying a “variance-
function” approach. Cannizzo et al (1990) investigated long series of observa-
tions of the Mira variables o Cet, R Leo, and V Boo to reconstruct the underlying
dynamical attractor. Kolláth (1990) studied 150 years of data for the RV Tau
star R Sct. Based on a shorter temporal sequence of observations, Buchler et al
(1995) claimed the identification of a four-dimensional embedding space for
the quasi-regular variability of R Sct. In this case the amplitude modulations
could be understood from nonlinear interaction of only two simultaneously
excited pulsation modes. The irregular light variation of RU Cam—a W Vir
star whose regular pulsations disappeared in the recent past—was analyzed by
Kolláth & Szeidl (1993). Except for R Sct, none of these investigations un-
veiled compelling evidence for a low-dimensional chaotic attractor. Despite
all the efforts we have no evidence that deterministic chaos occurs frequently
in irregularly pulsating stars. Perdang (1991, 1993) argued that stars with con-
vective layers (AGB stars have extensive ones) might not become chaotic with
low-dimensional attractors. In these convective envelopes a large number of
unstable degrees of freedom are unlocked by convective motion. It is not nec-
essarily clear that a few outstanding modes would dominate the dynamics and
therefore reduce the dimension of the attractor. It must also be remembered that
transitions to chaos through tangent bifurcation or cascades of period doublings
as found in simulations (Buchler & Kovács 1987) or in simple model systems
(Buchler & Goupil 1988, Tanaka & Takeuti 1988, Takeuti 1990) are based on
hydrodynamics incorporating only radiative energy transport.

3.1.5 CEPHEID PULSATIONS After the onset of nondegenerate core He burning,
the luminosity of stars more massive than about 2.2 $M_\odot$ drops, and they very
closely evolve down the track on which they ascended the giant branch the first
time. Stars with masses between about 2.2 and 3 $M_\odot$ settle at lower luminosity
to burn most of their central helium before they ascend the giant branch a
second time (AGB evolution). Stars with $M \gtrsim 3 M_\odot$ perform blueward loops
during that evolutionary phase. Below roughly 5 $M_\odot$ (in the framework of
standard stellar evolution without semiconvection and overshooting) the blue
loops are not sufficiently pronounced to let the star enter the instability strip.
Higher-mass stars cross the strip two or more times as they perform one or
more loops, and they appear as Cepheids. The review of Cox (1975) provides
an exhaustive account of the early theoretical developments in the field of
Cepheid pulsations. The proceedings of a conference dedicated to two centuries
of observed Cepheid variability (Madore 1985) contain important contributions
to the advancement of our understanding to the mid-1980s. Becker (1985) and
Chiosi (1990) provide instructive accounts of evolutionary aspects and of the persisting uncertainties in connection with Cepheid pulsations. In that regard, the masses cited above should be taken as rough guidelines only; the particular values are likely to change depending on the various physical assumptions and on input data required by stellar evolution codes. The existence and also the topology of the blueward loops of massive stars during the core He burning phase and the double-shell burning stage are known to depend sensitively on subtle issues in the numerical treatment of stellar interiors (Lauterborn et al 1971, Hoppner et al 1978, Becker 1985).

Cepheids are well known for the mass-discrepancy problem, which persisted for several decades. Cox (1980) reviewed the topic and elaborated on the various methods of mass determination applicable to Cepheids. The essential point in the mass-discrepancy controversy was that any kind of mass estimates inferred from stellar pulsation theory turned out to be systematically lower than the predictions from stellar evolution theory. Presently, the Cepheid mass discrepancy can be considered as essentially reconciled. The improvements were achieved with the help of the new generation of opacity data (OPAL and OP). Extensive pulsation calculations by Moskalik et al (1992) showed that the period ratios are considerably reduced when employing the new Rosseland opacity tables (see Figure 1). The Z-bump in the Rosseland opacity near $10^5$ K alters the stellar structure such that the low-order pulsation frequencies shift differentially and lower the period ratios considerably at a fixed stellar mass. The microlensing searches of recent years provided, as side results, extensive data collections on variable stars. The MACHO consortium presented data of beat Cepheids in the LMC (Alcock et al 1995); some of them appear to be pulsating simultaneously in the first and second overtone. Christensen-Dalsgaard & Petersen (1995) reconciled the observed period ratios rather well with linear adiabatic computations based on the new opacities and otherwise standard stellar physics. The masses of these double-mode Cepheids with simultaneously excited fundamental and first overtone modes are presently attributed to values derived from linear pulsation theory, which are close to evolutionary masses. Masses of around $4\ M_\odot$ are now considered to be an appropriate low-mass domain for double-mode Cepheids; they might require some modifications in a stellar evolution treatment or a careful tuning of the $X:Y:Z$ ratios to force them into the instability strip. New stellar evolution tracks based on OPAL opacity data (Schaller et al 1992) show that the Z-bump tends to diminish the sizes of the blueward loops. A $5\ M_\odot$ star with $Y = 0.3$ and $Z = 0.02$ does not—in contrast to calculations with old opacity data—enter the instability strip anymore. A reduction of the heavy-element abundances, for example (Schaerer et al 1993), produces sufficiently
elongated blue loops for 5 $M_\odot$ stars to enable them to appear as short-period Cepheids.

The occurrence and the shift with period of the location of a secondary maximum (or bump) in the light curve of Cepheids in the period range from 4 to 20 days is known as the Hertzsprung progression. The phase of the bump within the pulsational cycle changes monotonically as a function of period and hence as a function of mass. The observed bump location can be used to infer the mass of the pulsating star. Since the early days of nonlinear modeling of stellar pulsations (Christy 1968) it was clear that the mass deduced for a given bump phase did not agree with the standard mass-luminosity relation. Again, the results based on the latest opacity data, reported by Moskalik et al (1992), indicate that stellar-evolution masses are now in much better accord with the bump masses. The bump is attributed to the accidental 2:1 ratio of the period of the second overtone to that of the fundamental mode (Simon & Schmidt 1976). Stars with periods below about 20 days pass through this 2:1 resonance (Kovács & Buchler 1989). Because a period ratio is also involved in the mass determination of bump Cepheids, it is understandable that the modified opacities affected them in the same way as the beat Cepheid masses.

Despite providing a resolution to the Cepheid mass problem the new opacity data introduced new and unexpected complications. The period ratios admitted by the pulsation models, much like the ones for the RR Lyrae pulsators, appear to show a noticeable dependence on the particular contributions of heavy-element abundances to the $Z$ abundance parameter. An easy and accurate mass determination for pulsators seems no longer possible without taking additional care in determining the chemical composition of the object.

The pulsational instability of Cepheids is well explained by linear pulsation theory; the nonlinear behavior, however, is not so comprehensively understood. Fernie (1990) analyzed observations and found that despite large amplitudes being predominantly associated with longer periods, large- and small-amplitude pulsators mix over essentially the whole extent of the instability strip. In particular, the case of $\alpha$ UMi is presently of interest. The amplitude of Polaris diminished exponentially during this century, and it was expected to stop pulsating or at least drop below the detection limit of some millimagnitudes by 1994. In contrast to this prediction, Krockenberger et al (1995) reported continuing pulsations at low but detectable amplitude. Fernie et al (1993) established that $\alpha$ UMi is not on the verge to cross the red edge of the instability strip. It has cooler neighbors in the instability strip that pulsate at significantly higher amplitudes. Other Cepheids are known that are unusual either in terms of their amplitude ($\gamma$ Cyg, Butler 1992) or in terms of the modal behavior (HR 7308, Burki et al 1986). We currently lack any systematic studies addressing the
long-term evolution of nonlinear limit cycles that would help us understand such stars. Direct numerical integration of the initial-value problem might be of little use. The amplitude-equation ansatz (Buchler & Goupil 1984) together with qualitative methods from dynamical-system theory could serve as starting points.

Short-period Cepheids (with $P < \sim 7$ d) having low-amplitude sinusoidal light curves are classified as s-Cepheids. Those s-Cepheids with periods smaller than about 3 days are believed to be first overtone pulsators, mainly from their sinusoidal light curves (cf review by Simon 1990). This assignment is consistent with the $P$-$L$ relation of LMC Cepheids obtained by the MACHO project (Alcock et al 1995), which shows that most of the single-mode pulsators with $P \lesssim 2.5$ d are first overtone pulsators. For some longer-period s-type Cepheids that still show symmetric light curves, the mode assignment remains unclear. We must remember that we do not understand the mechanisms shaping the light curve. Despite the analyses of simple model systems (Stellingwerf et al 1987) it is conceivable that the inspection of the light curve alone is insufficient to unambiguously identify the prevailing pulsation mode.

Simon & Lee (1981) introduced analyses combining phases and amplitude ratios of various terms of Fourier-decomposed light and velocity curves of pulsating stars. This allowed them to quantify geometrical properties of stars’ temporal light and velocity variations. The method found broad application in quantitatively describing the properties of simulated and observed stellar pulsations. The ultimate hope was, and still is, that directly derivable numbers from observed pulsations let us infer stellar-physical quantities. Simon (1988) wrote a review, with many important references, addressing applications and the level of understanding of the content of the different Fourier components. Simulations of nonlinear pulsations serving as a basis for physically calibrating the Fourier components are few since the necessary numerical quality is difficult to achieve.

3.2 Late Evolutionary Phases and Degenerate Stars

Roughly speaking, the chemical evolution of low-mass stars ends with helium core burning. Such stars evolve up the AGB with recurrent He-shell flashes and leave it when the envelope mass drops below a critical level. The stars evolve rather rapidly at roughly constant luminosity to high temperatures. After the remaining nuclear shell source extinguishes, the stars settle on the cooling track of the white dwarfs. During this whole evolutionary phase a number of opportunities exist for these stars to become pulsationally unstable.

As mentioned previously, low-mass stars leaving the AGB might be observable as RV Tau stars. Another group of pulsating stars, low-mass F- and G-type supergiants (also known as UU Her stars) are considered to be post-AGB stars.
Their semiregular low-amplitude variability has a timescale between 40 and 70 days. The high galactic latitudes and the strong infrared excesses in 89 Her and HD161796, typical members of the UU Her class, (Parthasarathy & Pottasch 1986, Likkel et al 1987) indicate that they are pre–planetary nebulae objects rather than population I, massive supergiants as some analyses suggested. Fernie & Sasselov (1989) studied the long-term behavior of UU Her stars and found their period and color changes to be one to two orders of magnitude smaller than what is expected if these variable stars had already left the AGB. Not only the evolutionary state but also the theoretical pulsation properties of their variability remain incompletely understood. Some of the variable F- and G-type supergiants are hotter than the blue edge of the classical instability strip. Pulsation calculations confirm the presence of pulsational instabilities at high temperatures for sufficiently large luminosity-to-mass ratios (Aikawa 1993, Gautschy 1993, Zalewski 1992, 1993). Seemingly, strange modes (cf GS95 Section 3.4) must be involved to explain the pulsational instabilities. These effects make a proper discussion of the pulsation physics of the strongly nonadiabatic envelopes of UU Her objects cumbersome. Nonlinear simulations of Aikawa (1993) and Zalewski (1993) indicated the presence of chaotic dynamics in certain $T_{\text{eff}}$ and luminosity domains that could account for the observed irregular behavior. The light variations derived from nonlinear simulations were low (of the order of a few hundredths of a mag) and decrease towards high effective temperatures. This is not necessarily in agreement with observations. But again, the nonlinear modeling was restricted to purely radiative envelopes so that the relevance of these results still needs to be confirmed.

The peculiar variable star FG Sge, which was identified rather early as a post-AGB object [see Whitney (1978) for a historical account and references], is another example demonstrating that such stars can exhibit unusual pulsational behavior, at least in terms of the region of their pulsational instability. FG Sge is observed to have crossed the HR diagram from log $T_{\text{eff}} \approx 4.7$ to 3.65 (van Genderen 1994) within about a century. Pulsations have been detected as far back as 1934 when the effective temperature was around $2 \times 10^4$ K (van Genderen & Gautschy 1995). These observed facts indicate a very broad instability domain. Application of the OPAL/OP data shows that the presence of the Z-bump strongly affects the pulsation modes and enhances their instability. Hence, the combination of the Z-bump, He II- and He I/H-ionization can drive pulsational instabilities essentially over the whole temperature range maximally coverable on the HR diagram by such objects if the L/M ratio is sufficiently high (Gautschy 1993, Zalewski 1993, van Genderen & Gautschy 1995).

When a post-AGB star reaches a surface temperature of around $3 \times 10^4$ K, it emits enough high-energy photons to efficiently photoionize the remaining
circumstellar material and to let it appear as a planetary nebula. Observations of cool central stars show that some of them are variable (Méndez et al 1986, Bond & Ciardullo 1989, Hutton & Méndez 1993, Wlodarcyk & Zola 1990). Timescales are of the order of hours. The photometric amplitudes can reach a few hundredths of a magnitude. The variable cool central stars all show P Cygni-type line profiles, indicating strong stellar winds. Pulsation calculations (Gautschy 1993, Zalewski 1993) showed that cool central stars of planetary nebulae can be pulsationally unstable over a very broad effective-temperature range extending essentially from the AGB up to at least \( \log T_{\text{eff}} \approx 4.9 \) depending on the heavy-element abundances and the \( L/M \) ratio. The trend indicates that the higher the \( L/M \) ratio (\( \gtrsim 10^4 L_{\odot}/M_{\odot} \)) the more unstable are the stars. Therefore, we expect the low-mass branch (below about 0.60 \( M_{\odot} \)) of the central-star mass function to be pulsationally stable and more massive ones to be pulsationally unstable. Observationally, the available data are insufficient as yet to support or disprove such predictions. Additionally, we do not know how pulsational instabilities with large growth rates, as found in linear stability analyses, behave in the nonlinear regime. Since several radial modes were simultaneously excited over a broad temperature range, the final observable pulsational pattern in such stars could be rather complicated.

In the following we turn to the oscillations found in pre–white dwarfs and in the different families of white-dwarf stars. This has been a very active field of research in recent years, with particular emphasis on using white dwarf pulsations as seismological laboratories. Recent comprehensive review articles include those by Winget (1988a), who also provides some historical perspective, Winget (1988b), Kawaler & Hansen (1989), Kawaler (1990), and Brown & Gilliland (1994). For a review of the general physical properties of white dwarfs, see Koester & Chanmugam (1990) and references therein. Tassoul et al (1990) provide a wealth of information on evolutionary models of hydrogen- and helium-rich white dwarfs and their characteristics in pulsation analyses.

### 3.2.1 VARIABLE PG1159 STARS

In the region of the HR diagram where the post-AGB tracks bend towards the white dwarfs’ cooling sequences, at the knee (see Figure 1 of GS95), are the so-called PG1159 stars. These stars have very high effective temperatures (\( 7 \lessgtr T_{\text{eff}} / (10^4 \text{K}) \lessgtr 17 \)), and they show spectroscopically strong deficiency of H but pronounced C and He features and the presence of O (see Werner 1992 and Dreizler et al 1995 for recent reviews). Due to the very high temperatures, determining the hydrogen content is extremely difficult; only relatively poor upper limits can be guessed, such as \( \approx 10\% \) by number for PG1159−035 (Werner 1995). Some of the PG1159 stars are known to be central stars of planetary nebulae.
A fraction of the PG1159 class shows photometric light variations with periods ranging from about 7 to about 30 min. Such oscillation modes are attributed to low-$\ell$ g-modes of high radial order. Variable PG1159 stars surrounded by planetary nebulae are sometimes referred to as variable planetary nebulae nuclei (PNNV), and those without signs of planetary nebulae as DOV or GW Vir stars. The pulsation periods of PNNVs are a factor of 2 or 3 longer than those of DOVs, indicating that the PNNVs have larger radii than the DOVs. From the evolutionary point of view it is plausible to assign the DOV stars to the vicinity or even to the early phases of the white dwarf cooling tracks. The PNNVs, in contrast, are still evolving towards higher temperatures at essentially constant luminosity and have not reached yet the knee. Bond et al (1993) list 9 PNNVs. Among them, RXJ2117.1+3412 can be regarded as a transition object between the PNNV and the DOV phase because the star has the shortest period among the PNNVs (ranging from about 11–22 min (Vauclair et al 1993)) and it has an extended low-surface-brightness planetary nebula. Long-term monitoring of the secular changes of periods of these hot pulsators should allow us to more precisely pin down their evolutionary status.

High-quality oscillation mode spectra were recently obtained from the WET consortium for the two DOV stars, GW Vir (PG1159−035) (Winget et al 1991) and PG2131+66 (Kawaler et al 1995). The results point towards $\ell = 1$ high-order g-modes being the dominant ones. From the periods and the period spacings, stellar masses of $\approx 0.6 M_\odot$ were derived. From the departures from equidistant spacing between the periods, the depth of the composition transition (to a pure CO core) was estimated to be $\approx 3 \times 10^{-3} M_\odot$ for GW Vir (Kawaler & Bradley 1994) and PG2131 + 006 (Kawaler et al 1995). Furthermore, Winget et al (1991) obtained a rate of period change of $\dot{P} \approx -2.5 \times 10^{-11}$ for GW Vir, which corresponds to an evolutionary timescale of the order of $10^6$ year.

The region on the HR diagram where variable PG1159 stars reside was determined by Werner et al (1995). However, constant and variable stars are intermixed in the instability region, indicating that luminosity and effective temperature are insufficient to characterize variable PG1159 stars. Pairs of spectroscopically identical stars are known in which one is variable and the other stable (Werner 1993).

The excitation mechanism of the PG1159 oscillations is thought to be partial ionization of the K-shell of C and/or O (Starrfield et al 1984, 1985). To obtain overstable pulsation modes, chemically homogeneous envelopes with sufficiently high C and O abundances must be invoked. The location and extent of the instability regions for stars evolving around the knee on the HR diagram depend, however, on the particular admixture of He in the CO-rich envelopes (Stanghellini et al 1991).
Vauclair (1990) proposed an alternative driving mechanism. His model focused on the levitation of chemical species in the strong radiation field of the PG1159 stars. Assuming equilibrium conditions, Vauclair (1990) found a strong nitrogen enhancement at a depth of the envelope where some of the $g$-modes achieve sufficiently high amplitudes and might be destabilized by the $\kappa$-mechanism by partial ionization of nitrogen. Unfortunately, however, the predicted surface composition contradicts the composition of GW Vir obtained by a detailed spectroscopic analysis by Werner et al. (1991).

Kawaler (1988) investigated the effect of a H-burning shell on destabilizing H-rich nuclei of planetary nebulae. By accounting for temporal phase shifts between elemental abundances participating in the CNO cycle and the temperature perturbation, he found that pulsations with periods between 70 and 200 seconds were destabilized by the action of the $\epsilon$-mechanism. For H-deficient central stars, Kawaler et al. (1986) studied the effect of the $\epsilon$-mechanism in a He-burning shell. Again, unstable $g$-modes were encountered. The low-$\ell$ $g$-modes had periods that are, however, about a factor of 3 to 4 shorter than those observed in DOV stars. Even under the favorable conditions for nuclear-driven instabilities as encountered in PNNV there is as yet no indication that nature permits such pulsations. Since the growth rates of modes excited by nuclear-burning shells are extremely small, the amplitudes of these modes may not grow sufficiently to be detected.

3.2.2 VARIABLE DB WHITE DWARFS (DBV) The eight presently known variable DB-type white dwarfs are all confined to a narrow effective-temperature range between about 21,500 and 24,000 K. The location of five of these variables on the HR diagram is shown in Figure 1 of GS95; the temperature determinations are those by Thejll et al. (1991). A luminosity of $\log L/L_\odot = -1.3$ was assumed for all of them; only that of GD 358 is based on the estimate of Winget et al. (1994). For DB stars, as for other white dwarf families, the quantification of physical parameters is still controversial. The effective temperatures obtained by Thejll et al. (1991) are significantly lower than those by Liebert et al. (1986) for example. The uncertainties in $T_{\text{eff}}$, which exceed 1000 K, handicap the pulsational analyses of the driving mechanism by making it difficult to establish the borders of the instability strip.

The observed periods all fall into the interval between about 140 and 1000 seconds. Most DBV power spectra are complicated with many frequencies arranged in well discernible groups in frequency space. The power spectra are not always stable in time, although in part this may be due to undersampling of the data. Even in the WET multisite campaign this problem remained for PG1115 (Clemens et al. 1993). Winget (1988b) considered the power spectrum of PG1351 to be the only resolved one; it is also the simplest one. Recently,
a WET campaign on GD358 (Winget et al 1994) provided more than 180 significant peaks in its impressive power spectrum. From the observed triplet structures (indicating $\ell = 1$ modes) of the different radial orders, estimates of the amount of differential rotation were made. The period spacings between consecutive radial orders indicate a mass of $0.61 M_{\odot}$. The different behavior of prograde and retrograde modes led to the postulation of a possible kG magnetic field in GD 358.

The pulsational driving of the DB variability is attributed to partial second He ionization. Driving of $g$-modes seems to occur, and to lead to results consistent with observations, for helium-rich surface layers ranging from $10^{-8}$ to $10^{-2} M_*$ (Bradley & Winget 1994). Helium-layer masses below about $10^{-6} M_*$ (Pelletier et al 1986) are, however, expected to lead to mixing that would transform DB white dwarfs into stars with carbon-enhanced surface layers. The important point is that the mass of the He-rich layers does not seem to be crucial for discriminating between stability and instability. Its thickness is pivotal, however, in determining the size of the mode trapping cycles and hence in the selection of eventually observable modes (Bradley et al 1993). Results from multisite studies of GD 358 and PG1115 indicate rather low-mass He blankets of $\approx 10^{-6} M_*$ and $\approx 10^{-4} M_*$, respectively, on these two DBV stars (Clemens et al 1993, Winget et al 1994). In theoretical modeling the convective efficiency plays an important role in fixing the exact location of the edges of the instability strip. The blue boundaries are usually adjusted to concur with the hottest known DBV stars by adapting the convective efficiency in the model envelopes. With the presently adopted dialects of the mixing-length formalism for convection, unusually efficient convection zones are called for to reach agreement with observational data (see, for example, Bradley & Winget 1994 for a discussion).

3.2.3 VARIABLE DA WHITE DWARFS (DAV) At still lower effective temperatures along the white-dwarf cooling sequences are the variable hydrogen-rich white dwarf (DAV or ZZ Cet) stars. Spectroscopy of the atmospheres of DA white dwarfs shows a black-body continuum with superposed H-absorption lines; helium and metals are essentially absent (Koester & Chanmugam 1990). It is believed that most, if not all DA white dwarfs, will oscillate when they enter the appropriate temperature interval. There are some indications that some stable DA stars exist inside the ZZ Cet instability domain (Kepler & Nelan 1993). The exact temperature range of the instability domain is a matter of debate. As mentioned before, also for the DAV stars, spectroscopic determination of physical parameters is complex. According to the latest studies (Bergeron et al 1995) the blue edge of the ZZ Ceti variables is believed to lie between 12,500 K and 13,700 K. Their paper contains a comprehensive discussion of the involved difficulties.
The low-amplitude ($\lesssim 0.2$ mag) photometric variability of the ZZ Ceti stars is usually multiperiodic with periods ranging from about 100 to more than 1000 s. Some of the closely spaced periods are considered to be multipletsplitting due to rotation. Others must be sets of excited modes belonging to different radial orders. The power spectra of DAO stars have considerably fewer features than are encountered in DBV and DOV stars. Hence, they are less well suited for detailed seismological analyses. Due to the relatively low number of simultaneously excited oscillation modes, Clemens (1993) tried to identify similarities between the single ZZ Ceti stars to find a typical mean oscillation spectrum for a whole sample. One important conclusion from this approach was the inference of thick, i.e. $\approx 10^{-4} M_\star$, hydrogen surface layers, a conclusion derived by assigning $\ell = 1$ to the dominant modes. This identification is supported, at least in G117−B15A, by multicolor observations by Robinson et al (1995).

For some time the large-amplitude DAO stars were considered to be promising candidates to study nonlinear mode coupling and mode switching through the observed changes in their power spectra on short timescales. Kepler (1984) and O’Donoghue (1986) challenged the mode-switching interpretation by attributing the variable power to undersampling of the data. Theoretical modeling and discussions of ZZ Ceti power spectra were recently attempted by Brickhill (1992a,b).

If the mass of the surface hydrogen layer is large enough ($\gtrsim 10^{-14} M_\star$), partial hydrogen ionization can in principle excite low-degree $g$-mode oscillations of DAO stars (Dolez & Vauclair 1981, Winget et al 1982). The major source of uncertainty in theoretically destabilizing DA white dwarfs is the coincidence of the driving region with the bottom of the convection zone, which is caused by the ionization of hydrogen. In the equilibrium models for DAO stars, below about 12,000 K, only a small fraction of the total energy passing through the convection zone is transported by photon diffusion. Hence, convection is dominating locally. Despite the convective turn-over timescale being shorter than the observed oscillation periods of ZZ Ceti stars, the nonradial stability analyses are usually carried out neglecting the perturbation of the convective flux.

It is generally agreed on that the theoretical location of the blue edge for the ZZ Ceti oscillations depends sensitively on the parameterization of convective efficiency in the equilibrium stellar model (e.g. Cox et al 1987, Bradley & Winget 1994). Only unusually extended convection zones (compared with other stellar applications) seem to lead to blue edges that agree with present observational data. Indeed, two-dimensional convection simulations on white dwarfs by Ludwig et al (1994) resulted in much shallower convection zones than those postulated on pulsational grounds. The thicknesses were, though,
compatible with usual MLT convection zones and a mixing length of about 1.5 pressure scale-heights. The figures in Ludwig et al (1994) show that a constant mixing-length approach cannot adequately describe the stratification of the surface regions. Although a reliable time-dependent convection theory is necessary to exactly solve the convection-oscillation coupling, convection in ZZ Ceti stars seems to be tractable because the convective turn-over timescale is much shorter than the relevant oscillation periods. Brickhill (1990) discussed the effect of turbulent pressure and turbulent stress on the oscillatory motion. He concluded that the horizontal motion of oscillation should be nearly independent of depth in the convection zones. Applying this result to the stability analysis for ZZ Ceti stars, Brickhill (1991) showed that the convective perturbation tends to drive oscillations and that it is the most important agent for exciting g-modes in ZZ Ceti stars rather than the \( \kappa \)-mechanism. Brickhill’s theory can be checked by comparing it with the observed range of effective temperatures of ZZ Ceti stars and with the observed periods. In reaching conclusions care is advised as the \( T_{\text{eff}} \) calibrations for DA V stars by spectroscopic analyses are still uncertain by the order of 500 K or more (Koester & Allard 1993, Bergeron et al 1995).

The question of the thickness of the superficial H-rich layers on DA V stars and their influence on the instability was extensively discussed in the 1980s. In contrast to long prevailing results admitting only thin hydrogen layers \( (M_{\text{H}}/M_* \lesssim 10^{-8}) \), Winget et al (1982), Bradley & Winget (1994), and Fontaine et al (1994) joined—for different reasons—the conclusion of Cox et al (1987) that nonradial g-mode instabilities of DA white dwarfs can occur for hydrogen layers at least as massive as \( 10^{-4} M_* \). Instabilities of g-modes are presently considered rather insensitive to the hydrogen mass floating on the surface. For GD 165 (Bergeron et al 1993), observations pointed indeed to a thick hydrogen layer, exceeding possibly \( 10^{-4} M_* \), depending on the assumption about the spherical degree of the observed oscillation modes. Based on mean power spectra properties, Clemens (1993) also favored thick hydrogen layers. The thickness of the hydrogen layer controls the trapping properties, and hence it is believed to be responsible for selecting the eventually observable modes. An extensive study of the trapping properties in stratified DA V stars was undertaken by Brassard et al (1992).

The often very stable oscillation modes of white-dwarf variables are considered to be accurate clocks for measuring their evolutionary timescales. Attempts are being made to deduce cooling rates of these degenerate pulsators from the secular variation of the periods that were monitored over more than ten years (O’Donoghue & Warner 1987, Kepler et al 1990, Kepler 1993). Upper bounds determined for \( \dot{P}/P \) as yet do not contradict the standard theory of cooling white dwarfs. For the DOV star PG1159—035, the observed negative \( \dot{P} \) has at
first sight the wrong sign if it is assumed to be located on the cooling sequence (Winget et al 1991). Detailed modeling of DOV stars suggested, though, that the way a particular mode is trapped influences the sign of its $\dot{P}$; oscillation modes confined in the outermost layers of stars having already reached their cooling track can well exhibit period decreases (Kawaler & Bradley 1994).

Radial mode instabilities in white dwarfs were studied for both DAV stars [see Cox (1974) for early references and e.g. Cox et al (1980), Saio et al (1983)] and for DBV stars (Kawaler 1993). The theoretical studies revealed instabilities for both classes of white dwarfs. Observationally, no signature of radial modes, with expected periods below a few seconds (Robinson 1984, Kawaler et al 1994), has been detected so far. It is unclear at present if the lack of observable radial modes points to theoretical inadequacies or to very low amplitudes that are below the present detection threshold.

4. PULSATIONS IN EVOLVED VERY MASSIVE STARS

Clear evidence was collected during the Geneva-photometry monitoring campaigns that stars of luminosity class I show low-level photometric variability in essentially all spectral types between O and K (Grenon 1993). In the following, we address some aspects of massive-star stability theory that might provide explanations in terms of pulsational instabilities. In particular, we consider stars more massive than about $30 M_\odot$ as they evolve off the zero-age main sequence. When such stars return towards the main-sequence region after their red-supergiant phase they may have—due to significant mass loss—a considerably higher $L/M$ ratio than when they left the ZAMS. Strong winds and hence large mass-loss rates are also considered essential for massive stars to evolve into Wolf-Rayet stars. A self-consistent physical picture for the evolution towards the Wolf-Rayet stage has not yet emerged, however. A number of difficult fluid-dynamical problems, such as semiconvection, convective overshooting, mass loss, and rotation with accompanying instabilities influence the evolution of massive stars crucially, and most of them defy a satisfactory treatment at present. For recent numerical studies concerning the evolution of massive stars we refer to e.g. Maeder & Meynet (1987), Schaller et al (1992), or Langer et al (1994) and the literature cited therein.

4.1 Luminous Blue Variables (LBVs)

By LBVs we designate all those variable massive stars with luminosities exceeding some $10^4 L_\odot$ having envelopes with considerable amounts of hydrogen and which are located to the red of the ZAMS on the HR diagram. Hence, we discuss within the same framework all variable stars occupying the uppermost part of Figure 1 of GS95; the data for these variables were adopted from van Genderen
Our definition is somewhat wider than what is typically encountered in the literature (see e.g. Humphreys 1989, Humphreys & Davidson 1994). In our picture of LBV stars, the α Cyg-like supergiants with luminosities around \(10^4 \, L_\odot\) and masses of the order of \(10 \, M_\odot\) (Lucy 1976) as well as intermediate variable supergiants are also included. The very luminous variables discovered in nearby galaxies (in particular in M31 and M33) were called Hubble-Sandage variables in the past (Viotti 1992). Based on the characteristics of their variability there are, however, good reasons to assume that they can be attributed to what is called LBV in the Galaxy and in the Magellanic clouds.

The LBVs belong to the most luminous stars that exist and hence are of considerable interest for extragalactic applications. Light and radial velocity vary on timescales from weeks to possibly centuries. The long-term variations, with brightness changes of several magnitudes, are usually referred to as outbursts, which may or may not repeat (see references in van Genderen 1989 or Wolf 1992). Interestingly, the light variability is essentially a reflection of variable bolometric correction only. The bolometric luminosity remains roughly constant during an outburst so that the stars move horizontally across the HR diagram (see Figure 7 in Wolf 1992). Short-term variability, which is also observed, occurring on the timescale of weeks to months and having small amplitudes, shows recurring patterns that might indicate a pulsational origin (cf de Jager 1980, Sterken 1989). The observational data base is, despite considerable efforts from the observers’ side, rather meager for conclusive analyses. Probably the best temporal coverage exists for HD 160529 (Sterken et al 1991). For this star, which is not unlike other LBVs, a characteristic timescale of 57 days was derived. This number is compatible with periods of radial modes for a star with the parameters suggested by Sterken et al (1991). It is presently unknown if the short-term variations are also occurring at constant bolometric luminosity. Short-term, small-scale variability is not considered to be an outstanding characteristic behavior for LBV stars as understood by Humphreys (1989) since this is also found for lower luminosity supergiants that do not show eruptions, such as e.g. R 71 or S Dor. For the discussion of the pulsation hypothesis as the origin of the short-term variability such a distinction is possibly not vital.

Recently, Glatzel & Kiriakidis (1993b) and Kiriakidis et al (1993) reported on extensive linear, radial stability analyses of massive stellar-evolution models. They followed stars between 20 and 200 \(M_\odot\) through the hydrogen-burning phase. A sketch of the situation is shown in the upper left part of Figure 3. The first study (Glatzel & Kiriakidis 1993b), which was based on the old Los Alamos opacity data, showed radial instabilities when the stars evolved away from the ZAMS. An impressive enhancement of the strength of instability was
Figure 3  Luminous part of the HR diagram. Evolutionary paths of massive-star evolution according to Kiriakidis et al (1993). The dotted region outlines the extent of the radial instabilities encountered. The inset at the lower right, adapted from Langer et al (1994), shows the influence of mass loss on the evolutionary paths. The mass-loss rates were scaled with the growth rates of the most unstable mode from linear stability computations assuming different efficiencies $f$ over the hatched interval.

later achieved with the use of OPAL opacity data (Kiriakidis et al. 1993). The instability domain is sketched by the dotted area in Figure 3.

The extent of the instability regions depends on the amount of heavy elements. Even for low $Z (= 0.004)$, pulsational instability was encountered at masses above 65 $M_\odot$ in regions of the HR diagram that are compatible with observed LBVs. For higher heavy-element abundances, the instability region extended to higher $T_{\text{eff}}$ as well as to lower luminosities and seemed to confine itself to the S-bend phase of evolution and eventually towards the instability domain of the $\beta$ Cepheids (see Figure 3).

The radial-mode instabilities in massive stars can achieve growth rates that are several magnitudes larger than those found in classical pulsators. This led to the suspicion that these pulsations become violent enough to induce mass loss. Preliminary nonlinear simulations (Kiriakidis 1992) resulted in very rapidly growing pulsations indeed. They appear to be a mixture of the different unstable modes found in the linear analyses. The eventual nonlinear motion led
to considerable mass loss; stable limit cycles were not often found. Whether the pulsations occurring in the stellar models of Kiriakidis et al (1993) can be causally connected with the eruptive phases of the LBVs remains to be seen. At least part of the short-term behavior can be attributed to pulsational instabilities.

Again, as in other high $L/M$ stars such as helium stars, the unstable modes in the massive stars of Kiriakidis et al (1993) were found to be strange modes. They must be attributed to the strong influence of the He II ionization zone and the Z-bump on the acoustic cavity of the stellar envelopes, giving rise to a rich unstable oscillation spectrum.

In a first attempt, Langer et al (1994) used results from the linear pulsation calculations of Kiriakidis et al (1993) to parameterize the mass loss in their stellar evolution calculations. The mass-loss rate within the hatched area in the lower-right inset of Figure 3 was assumed to be proportional to the growth rate of the most unstable pulsation mode. The influence of different scaling factors $f$ of this mass-loss rate on the evolutionary tracks is displayed. Langer et al (1994) performed such calculations in their attempt to devise an evolutionary scenario to interweave consistently the different spectroscopic subgroups of very massive stars.

Model envelopes considered appropriate for $\alpha$ Cyg-like objects showed that the essential prerequisite for pulsational instabilities to develop is a sufficiently high $L/M$ ratio (Gautschy 1992). Hence, the short-term variability of low-luminosity (compared with typical LBVs), intermediate-type supergiants might be understandable in basically the same framework as the LBVs. The quantitative results of Gautschy (1992) are probably outdated, due to the old Los Alamos data used to construct the envelopes. The existence of the Z-bump in the new opacity data reduces the $L/M$ ratio for pulsational instabilities to occur in very luminous stars.

4.2 Wolf-Rayet Stars

Wolf-Rayet (WR) stars—either as type WN or WC—occupy the area on the HR diagram between $4.5 \lesssim \log L/L_\odot \lesssim 6$ and at $\log T_{\text{eff}} \gtrsim 4.6$ (Langer et al 1994). The WR stars, whose masses are estimated to be higher than about 4 $M_\odot$, probably originate from stars more than 40 $M_\odot$ on the main sequence after experiencing heavy mass loss during their early evolution. Photometrically, as well as spectroscopically, some WR stars show variability timescales of several hours (e.g. Vreux 1986, Koenigsberger & Auer 1987, Gosset et al 1989, van Genderen et al 1990). Clear periodicities have not been established, and the physical origin of the variability is not known. The large mass-loss rates associated with WR stars and the estimates that the momentum in the wind frequently exceeds the momentum contained in the radiation field led rather early to the conjecture that pulsations could be involved. Only recently, Lucy & Abbott
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(1993) showed that multiple scattering in expanding WR envelopes can, under suitable conditions, transfer sufficient momentum into the wind for it to achieve magnitudes comparable with observational estimates. Besides pulsations of the WR envelopes, hydrodynamic instabilities in the dense winds are considered to be the source of light and radial-velocity variations. Matthews & Beech (1987) argued that pulsations might not be observable at all spectroscopically due to the long geometrical paths of photons through the extensive expanding atmospheres, which would smear out variations on short timescales.

For many years unstable pulsation modes were sought, in particular ones driven by the ϵ-mechanism. The rather compact structure of WR stars assures considerable relative amplitudes of the pulsational displacement in the innermost regions of the stars, facilitating the efficiency of nuclear burning on driving pulsational instabilities (Noels & Gabriel 1981, Maeder 1985, Cox & Cahn 1988). In sufficiently massive stars the radial fundamental mode is destabilized by the ϵ-mechanism during He core burning. All periods of unstable modes remained below one hour. The very low growth rates (of the order of the evolutionary timescale of the stars) could hardly be responsible for strong pulsation-driven mass loss. To investigate the longer-period domain the stability of g-modes, which can be trapped in shell-burning regions, was studied. These modes appeared particularly appropriate for explaining the WN phases during massive-star evolution. The quasi-adiabatic analyses of Noels & Scuflaire (1986) and Scuflaire & Noels (1986) revealed very brief evolutionary phases during which the \( g_1 \)-mode at low and intermediate spherical degree \((\ell < 10)\) became weakly unstable. The resulting periods at fractions of a day compared, though, rather favorably with the observed timescales. Cox & Cahn (1988), in their fully nonadiabatic analysis, could not verify the Noels-Scuflaire results. The origin of the discrepancy remains unresolved.

In view of the rather dramatic instabilities found recently by Glatzel et al (1993) the ϵ-driven instability loses much of its appeal. Glatzel and collaborators performed stability analyses on homogeneous helium main-sequence star models. Their models were chosen to be appropriate approximations for WC-type WR stars. Besides the well-known instability of the radial fundamental mode—setting in above about 15 \( M_\odot \)—due to ϵ-driving, they encountered strongly unstable modes crossing the regular acoustic mode spectrum. The growth times of these unstable modes eventually reached values of only a few dynamical timescales. Such violently unstable modes can be imagined as promising candidates to at least initiate mass loss. Presently available are only linear analyses on static background models. It would be highly desirable to follow the nonlinear evolution of these unstable modes, of which several can occur simultaneously. It is not yet clear how a possible onset of mass loss
affects the pulsational instability, i.e. if the oscillation modes are stabilized and how strongly, due to the presence of a velocity field. In any case, from the point of view of relevant instabilities the situation in the WR domain is comparable to the one of LBV stars: The strange modes that were missed in earlier studies were identified as the dominating pulsation modes.

5. THE FUTURE

On the observational side, the CCD-photometry experiment of Gilliland & Brown (1992) proved that many smaller university observatories located in mediocre climatic environments could be revitalized to perform profitable variable star work if the data obtained are analyzed with appropriate care. Either space-borne experiments or collaborative campaigns around the globe to monitor variable stars and provide very long time series of observations will allow detailed analysis of multiperiodic oscillators. In particular, such approaches will enable the detection of closely spaced frequencies in the power spectra and suppress the cumbersome sidelobe-effects due to monitoring gaps.

The increasing spectral resolution and stability of spectrographs are going to provide radial-velocity data of stars with the attempted resolution below 1 m sec$^{-1}$ in the near future. Such accuracy will allow solar-type oscillations to be discovered in distant stars. The monitoring of equivalent-width variations (Kjeldsen et al 1995) might turn out to be a competitive alternative to searching for solar-type oscillations in stars requiring off-the-shelf spectrographs only.

Large homogeneous observational data sets of survey projects (such as the microlensing projects MACHO, EROS, OGLE) provide an important basis for statistical studies with pulsating stars. First results from different projects are available (Cook et al 1995, Beaulieu et al 1995, Udalski et al 1994). The number densities of pulsating variables at their different locations throughout the HR diagram will help to test and improve, when deduced from statistically meaningful samples, our understanding of the underlying stellar evolution.

The points mentioned above contribute to establishing stellar pulsations as a reliable tool to study a variety of aspects of the internal constitution of stars. Pulsation theory is now entering the era of a detail-rich quantitative theory. Despite its glorious history several important and exciting topics within stellar pulsation theory still need to be developed or even correctly formulated. Pulsation-convection interaction, hydromagnetic waves, and pulsation-rotation coupling are examples of basic fluid-dynamical processes that still need much effort before their effects on stellar structure and pulsation are understood quantitatively.

Nonlinear pulsation simulations including time-dependent convection and detailed radiation transport need further development. In particular, in cases
when mass loss is expected to set in, reliable nonlinear solutions are required to get even a glimpse of the final state of the pulsating system. The long-term nonlinear behavior of pulsating stars is far from clear. And results from decade-long monitoring efforts prove that even “simple” pulsating stars do not necessary have very stable limit cycles. As for nonradial pulsations, no numerical methods are known to exist that would allow, with sufficient spatial resolution, unstable modes to be followed into their nonlinear regimes.

However, phenomena will certainly be discovered that will provide new insights into these issues.
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CORRIGENDUM TO PART I

Equation (18) should read

\[-\sigma^2 \xi_r - \frac{1}{r^4 \rho} \frac{d}{dr} \left( \Gamma_1 \rho r^4 \frac{d \xi_r}{dr} \right) - \frac{1}{\rho r} \left\{ \frac{d}{dr} \left[ (3 \Gamma_1 - 4) \rho \right] \right\} \xi_r = 0.\]
Press (1993)
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